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THE SOFTWARE DEVELOPMENT FOR TIME SERIES FORECASTING
WITH USING ADAPTIVE METHODS AND ANALYSIS OF THEIR EFFICIENCY

Searching algorithm for optimal values of the smoothing coefficients of adaptive models of
time series forecasting by the genetic algorithm is described. The results of the proposed approach in
forecasting financial indicators are presented. The analysis of the effectiveness results of the devel-
oped algorithm with the help of a multi-criterion procedure is carried out, which allows to consider
the accuracy of forecasts, the complexity of the model and to conduct analysis of adequacy using
Fisher test, the determination coefficient and the mechanism for checking the residues.
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Onucanutl aneopumm NOULYKY ORMUMATbHUX 3HAYEHb KOe@IiyieHmie 321a04CY8AHH a0anmus-
HUX Mooenell NPOZHO3YBAHHA YaACO8UX PAOI8 3 OONOMO20I0 2eHemuuHo2o aneopummy. Ilpeocmaeneti
pesyromamu pooomu 3anponoHO8aH020 NiOX00y y NPOSHO3YE8AHHI (QIHAHCOBUX NOKA3HUKIG. Buxona-
HULL aHANi3 pe3yrbmamie eqheKmusHoCmi po3podIeHO20 ANeOpUmMMY 3a 00NOMO2010 bazamokpumepia-
JIbHOI npoyedypu, sIKa 00360J5€ 8PAX0BYBAMU MOYHICIb NPOSHO318, CKIAOHICMb MOOeLi Md NPo8oOU-
mu ananiz adekeamuocmi 3 guxopucmanuam mecmy Diwepa, koepiyicumy demepminayii ma mexami-
3MY NepeGipKu 3aNUUKIE.

Knrouoei cnosa: npoeno3yeanus, adanmueri Memoou, 2eHeMUdHU al2opumm, aHanis aKocmi
Mooeii.

Setting of a problem

The task of forecasting is particularly relevant in various areas of human activity. In the econ-
omy — to predict daily fluctuations in stock prices, exchange rates, weekly and monthly sales vo-
lumes, annual production volumes, etc. In natural sciences — to predict the amount of rainfall, natural
phenomena, pollution of water resources, the assessment of some biological and biochemical indica-
tors.

Forecasting with many known methods requires substantial mathematical calculations and im-
poses limitations on the size of a series. Other methods are devoid of these shortcomings, but do not
make it possible to perform a fairly accurate forecast. In addition, the difficulty in developing reliable
forecasting models can be related to the complex nature of the relevant statistics, if they are characte-
rized by a sharp change in the dynamics of the indicator and non-linearity. In such conditions, fore-
casting models based on the principles of exponential smoothing are promising. They have a number
of advantages over other statistical models: easy to build on experimental data; their application does
not require high costs of machine time and complex mathematical calculations; they take into account



8 Marematnune MozpentoBanas Ne 2(41) 2019

the "aging" of information. However, in applying this approach, it is important to find the optimal
values of smoothing coefficients 6;, 6,, 6; for a given series. Therefore, the issue of software develop-
ment for automatic selection of these coefficients and comparison of the obtained results with the re-
sults of other statistical forecasting models is relevant.
Analysis of recent research and publications

According to the current estimates [1, 2], for today there are about one hundred types of mod-
els of time series forecasting. Researchers are constantly improving existing methods of forecasting
and developing new ones. In connection with this, in the works [1, 3] it is proposed to classify them
into the following groups: model of the subject area, that is, those which use certain laws of physics,
biology, etc. for the construction of the forecast, and models of time series, which are universal for
various subject areas. In turn, time series models are also divided into two groups: statistical and struc-
tural. Statistical models are considered those ones in which the dependence of the future value from
the past is given in the form of some equation [1]. These include regression and auto-regression mod-
els, exponential smoothing models, and so on. Structural models are those which try to find some re-
gularities in the development of the process within the time series [3], for example, models based on
fuzzy logic, decision trees, neural networks, Markov chains, reference vectors, etc.

The current study examines the issue of forecasting financial indicators using statistical mod-
els. The most well-known forecasting models from this class are regression models. In such models, a
series is presented as a sum or product of three components:

fO=TO)+S5O)+ A1) +¢&;
JO=TO)*SO)* A1) *&,

where T (?) is a trend line that shows the global changes in the phenomenon under study, S (?) is the
seasonality that reflects fluctuations relative to the trend due to external influences; A (2) — cyclicity
(auto-oscillations) — more or less regular fluctuations relative to the trend, due to the internal nature
of the phenomenon under study; o, — forecast error. Forecasting of time series in the case of regres-
sion models is to identify the forms 7 (¢), S (¢) and 4 (¢). The essential disadvantage of these models is
the need for complex mathematical calculations [4]. In addition, to construct correct models, it is im-
portant to have a large database of observations and to correctly select the shape of the regression line

[4].

(D

Today methods which represent further development of the method of regression analysis, in
particular GMDH — group method of data handling are gaining popularity. In the prediction of time
series using GMDH, the process is usually presented in the form of 2:

m m m
y:a+Zbl~xl-+Zch-jxixj, (2)
i=1 i=1j=1
where m is the number of variables, a, b, c; are coefficients of variables in polynomials, also called
weights, y is the value of the series for which forecasting is being built, x; and x; are the previous val-
ues of the time series [5]. During the training, optimum parameters are found. In [5,6] the construction
of neural networks of the GMDH type is considered. The weights of the neurons of the constructed
network are used as coefficients models. Neural networks of the GMDH type are implemented in the
GMDH library of a well-known statistical data processing package R [5]. The main problem while
using this approach is, this method like all regression models, requires a rather large representative

sample and complex mathematical calculations for a qualitative result [7].

Auto-regressive methods make it possible to get rid of the need to have a fairly large learning
sequence and to choose the optimal representation of regression forms. Today there is a hierarchy of
methods of auto-regression-running mean, which can be logically defined as follows [8]:

AR(p)+MA(q) > ARMA(p,q) - ARIMA(p,q.d), 3)

where the AR (p) is the autoregressive model of the order p, MA (g) is the model of the moving aver-
age-range order g, ARMA (p, q) is the autoregressive model — of moving average with the order of the
auto-regression p and the order of the moving average ¢, ARIMA (p, q, d) — integrated model ARMA
(p, q) with integration order d. Models ARIMA (p, g, d) are the most well-known models in the auto-
regressive class. When used in forecasting, a time series is presented in the form of 4:
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p q
d d
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i=1 j=0
where ¢, 0, b; are parameters of the model, JI' — operator of the time series difference order d, p —
autoregressive order, ¢ — the order of the moving average, e, — independent, normally distributed

errors with zero average. Models ARIMA (p, q, d) make it possible to switch from non-stationary to
stationary process. The advantages of ARIMA forecasting models are transparency of modeling; un-
iformity of analysis and design and variety of applications. The disadvantages are labor inputs and
resource intensity of identifying the most appropriate model and the impossibility of modeling nonli-
near dependencies. In [9], an algorithm for identifying the optimal form of the ARIMA model is pro-
posed by sorting the values of the order of auto-regression, moving average and integration.

In contrast to the above listed statistical methods of forecasting, adaptive models neither im-
pose constraints on the size of a series, nor require the execution of complex mathematical operations,
enable the modeling of not only linear dependencies. In addition, such models are based on the prin-
ciples of exponential smoothing, that is they take into account the "aging" of information. In this ap-
proach, a series is presented as a function:

U :f(alt,QZt""’aptat)+et’ (5)
where ¢t — time indicator; a;, ay, ..., a,, — coefficients of the adaptive model at the moment of time ¢
[10]. Eight types of adaptive forecasting are distinguished, depending on the form of the trend and the
presence or absence of a periodic component. In this approach, the question of finding the optimal
values of the smoothing parameters 6;, 6, 63 is used to calculate the coefficients a;, as, ..., a,. When
the values of 6;, 6, 6; change, the forecasting error value can increase significantly. In conditions of
uncertainty, some authors suggest to accept ¢; = 6, = ¢; = 0.3 [4]. But in such an approach one cannot
achieve the required quality of forecasting. Therefore, it is promising to identify the optimum values
of the smoothing parameters. In the current study, an algorithm for solving this problem is proposed.

In addition, it is also important to analyze the effectiveness of the adaptive approach and other
method-representatives of the statistical class, which are more time-consuming. To do this, the authors
developed a multi-criteria procedure that allows considering the accuracy of forecasts, the complexity
of the model and its adequacy and compliance with the process under study.

Objectives setting

The purpose of the research is to develop software for identifying the optimal values of the
smoothing coefficients of adaptive methods for forecasting time series. For a thorough analysis of the
importance of the results obtained, it is worth comparing the results of the proposed algorithm with the
results of other statistical models. To achieve the goal, the following tasks were set:

1. To develop an algorithm for finding optimal values of parameters 6;, 65, 63.

2. To apply the proposed development to forecast financial indicators.

3. To compare the results of forecasting, obtained by the adaptive methods without using
searching algorithm for finding optimal values, proposed by the authors and with its usage.

4. To develop a multi-criteria procedure for estimating the effectiveness of forecasting models,
which allow taking into account the accuracy of forecasts, the complexity of the model and its adequa-
cy and compliance with the investigated process. Compare the results of the implemented algorithm
with the results of the work of other regression methods of forecasting by means of the developed
procedure.

Presentation of the baseline

In adaptive models, a time series is presented as a function 5, during the time of which the
value of the deviations of predictive values from the values of the initial series is monitored [10]. They
are divided into two groups: linear and seasonal. In models of linear growth, the forecast is calculated
by the formula:

Uppr = a1 T AT, (6)
where a — the number of steps of the forecast; a;;, a,, — the coefficients of the adaptive model at a
moment of time ¢. The adaptive models of linear growth include the Holt model, the Tail-Wage model,
Brown's model, and the Box-Jenkins model. Seasonal adaptive models, besides the trend, allow taking
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into account periodic fluctuations. Linear adaptive, linear multiplicative (Winters), exponential addi-
tive and exponential multiplicative are among them. The listed models differ in the means of finding
the parameters a;, a,. For example, for the Holt model, formulas 7 are used, and for the model Tail-
Wage — formulas 8.

ay; =By + =Py +az1) )
ayy =Palar; —ay, )+ (A =Brlay,

a; =By + 1= Yy

ay, =az 1+ PP 3

G =Up— Uy
where 6;, 6,, 63 are the smoothing coefficients that take values from 0 to 1, u, — the real value of the
series level at #-th step, u, — the predictive value at #-th step, e, — the error at the #-th step.

A characteristic feature of all adaptive models is that at each step new values of a;, a, are cal-
culated. In order to obtain qualitative forecasting results, it is necessary to find the values of the para-
meters 6;, 8, 63, which most correspond to the given series. To solve this problem software was im-
plemented that would allow finding the optimal values of &,, 6,, 6; by means of a genetic algorithm.

The potential solution of the optimization problem (parameters 6;, 8,, 6;) is presented as chro-
mosomes. In classical genetic algorithms, the chromosomes are presented in the form of a binary vec-
tor. However, the binary representation of the chromosomes entails certain difficulties in the search of
continuous spaces, which are associated with the large dimensionality of the search space [11]. There-
fore, a genetic algorithm with encoding based on real numbers (RGA) was used to solve this problem.
Below is the algorithm proposed by the authors for forecasting the time series using the genetic algo-
rithm and adaptive methods.

Forecasting of time series using adaptive methods and genetic algorithm

Step 1: At the first step, the initial population of the chromosomes is generated. Population
size, K, is given by the user. Each chromosome is a set of values g, 6., 6;.

Step 2: For each chromosome in a population, mean square error (MSE) of forecast using the
formula is calculated:

n A 2
tzl(uz—ut)
MSE==—" | )
n—-m-—1

where n — the length of a series, m — the number of model parameters. To do this, using the parame-
ters g/, 62, 3, based on the adaptive model selected by the user, a forecasting series is build. Hereu-
pon, one calculates the mean square error of forecast, MSE. The smaller the MSE value, the better the
model is.

Step 3: Select two chromosomes from the population according to the strategy given by the
user and perform chromosomes crossing. As a result of this operation, there are two new individuals
who inherit the signs of the parents. Both "parents" and both "descendants" are added to the "interme-
diate" population. Parents' selection and crossing are conducted M times. M is set by the user.

Step 4: Carry out a mutation. For each chromosome from the population, a random number is
generated. If it is less than the mutation level, then chromosome mutation is carried out according to
one of the possible strategies: simple mutation or Michalewicz mutation. The strategy can be changed
using the program interface. By default, a simple mutation is used.

Step 5: At this step, selection or sampling of the chromosomes for the next generation is car-
ried out. For the obtained "intermediate" population, one calculates the MSE value. A certain amount
of chromosomes with the lowest value of the mean square error forecast, g, enter the next population.
In order to prevent early degeneration of the population, random K-q chromosomes are generated and
added to the new population.

Steps 2—5 are performed iteratively until one of the conditions for stopping the genetic algo-
rithm is fulfilled: the number of generations entered by the user is reached or the algorithm will come
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up to a single solution. After that the set of values of coefficients (s;, 6,, 63) is used for prediction of
the following values of a series.

Testing of the of the developed results software was carried out in time series, which represent
time series of shares of well-known foreign companies such as Apple, Microsoft, IBM, etc., at the
close of exchange from December 2017 till December 2018 [12]. Fig. 1 shows the time series of price
of Microsoft and its correlogram, which suggests that there is a growing trend in the series and there

are no pronounced cyclical fluctuations.
b)

Fig. 1. Series (Microsoft): a) — output value of series, b) — correlogram of series
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In conditions of uncertainty, it is recommended to use 6; = 6, = ; = 0.3 as values of coeffi-
cients [4]. Tabl. 1 shows the mean square error forecast, MSE for predicting Microsoft series using
values of default coefficient (0.3) and MSE values if used the approach proposed by the authors. For
the adjustment of models, a genetic algorithm with valid coding by the following parameters was used:
N = 100 (population size), percentage of the best chromosomes to be left in population, g = 80%,
number of epochs (repetitions) of the genetic algorithm = 30, mutation level = 0, 1 Table 2 shows how
much the MSE value decreased when using the approach proposed by the authors compared to the
recommended default values.

Table 1. Mean square error forecast, MSE

Model MSE Model MSE

Holt model 1.0232 Holt model 0.581
(B1=B,=B3=0.3) (8,=0.9156, B,=0.0552)

Tail-Wage model 1.0232 Tail-Wage model 0.6002
(B1=B,=B3=0.3) (8,=0.9142, B,=0.0564)

Brown model 1.0197 Brown model 0.8195
(B1=B,=B3=0.3) (81=0.7112)

Box-Jenkins model 0.8353 Box-Jenkins model 0.6185
(B1=B,=B3=0.3) (8,=0.8327, B,=0.0742,8;=0.0654)

Linear additive 0.7093 Linear additive 0.6266
(B1=B,=B3=0.3) (8,=0.874, B,=0.0087,8;=0.0397)

Linear multiplicative 0.7532 Linear multiplicative 0.6227
(B1=B,=B3=0.3) (8,=0.00, B,=0.0071,B;=0.8814)

Exponential additive 0.7201 Exponential additive 0.5854
(B1=B,=B;=0.3) (8,=0.0509, B,=0.0912,8;=0.8773)

Exponential multiplicative 0.7204 Exponential multiplicative 0.5939
(B1=B,=B3=0.3) (8,=0.2005, B,=0.0147,8;=0.8543)
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Table 2. Decrease of value of mean square error forecast, MSE

Model Decrease of value of mean square error fore-
cast, %
Holt model 43.22
Tail-Wage model 41.34
Brown model 19.63
Box-Jenkins model 25.98
Linear additive 11.66
Linear multiplicative 17.33
Exponential additive 18.71
Exponential multiplicative 17.56

As shown in tabl. 1 and 2, using the proposed approach, it is possible to achieve a reduction in
the mean-square error forecast at least by 11.66%. In the best case (for the Holt model) we managed
to improve the quality of the built forecasts by 43.22%.

However, in order to fully assess the significance of the results obtained, it is worth comparing
the results of the adaptive models with the results of other models of time series, which are also repre-
sentatives of the class of regression methods and have proven themselves well in the analysis and fo-
recasting of processes different by nature and complexity. For this purpose, integrated models of auto-
regression integrated moving average [9] (ARIMA) and group method of data handling (GMDH) [5,6]
were used. These models were previously trained in the same time sequences as adaptive methods.
The optimal values of the integration order, autoregression, and moving average of ARIMA model
were found using procedures [9,13]. The training of the neural network of the GMDH type was con-
ducted using the algorithm [5].

In order to compare the quality of forecasting, a multi-criteria procedure was developed that
allows to regard the accuracy of built forecasts, the complexity of the model, and the results of the
analysis of the residues. Forecasting accuracy is estimated by calculating the mean square forecast
error, MSE, and sum squared error, SSE. To assess the relationship between the accuracy of the model
and its complexity — the significance of the information quality criteria of Akaike, AIC, and
Schwartz, BIC. The smaller the value of SSE, MSE, AIC and BIC, the better is the result. The adequacy
of the model is verified using Fisher test and the calculation of the value of the adjusted determination
coefficient, R**. The higher the value of the determination coefficient, the more qualitative is the
model. Tabl. 3 shows the results of comparing the forecasting efficiency using adaptive models,
ARIMA models, and group argumentation based on SSE, MSE, AIC, BIC and R**.

Table 3. Results of model quality comparison by quantitative criteria

Model SSE MSE AIC BIC R Number of
parameters

GMDH 146.4159 | 0.9893 0.2831 1.7495 | 98.0949 | 105

Brown model 205.6839 | 0.8195 -0.1912 | -0.1633 |97.329 |1

Lin. ad. 154.4175 | 0.6177 -0.47 -0.4281 [97.9913 |3

Lin. mult. 153.1447 | 0.6126 -0.4783 | -0.4364 | 98.0078 |3

Exp. ad. 146.1417 | 0.5846 -0.5251 | -0.4832 | 98.0985 |3

Exp. mult. 146.1336 | 0.5845 -0.5252 | -0.4833 | 98.0986 |3
Box-Jenkins model | 1453183 | 0.5813 -0.5307 | -0.4886 | 98.1092 |3
Tail-Wage model 145.527 0.5798 -0.5372 | -0.5093 | 98.1064 |2

Holt model 145.5264 | 0.5798 -0.5372 | -0.5093 | 98.1064 |2

ARIMA 131.1438 | 0.5309 -0.6097 | -0.5259 |98.2928 |6
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By comparing the effectiveness of the implemented forecasting models shown in table 3, one
can conclude that for Microsoft series the best results have been shown by the ARIMA. But among the
class of adaptive models, one can also find the model that will give sufficiently high-quality forecast-
ings. For example, if you compare the values of MSE and R’ * obtained by the ARIMA model and the
Holt model in the percentage scale, you can easily see that the MSE value for the Holt model is greater
than the MSE for the ARIMA model by 9.22%, and the value of the determination coefficient for the
ARIMA model is higher than R’ * for the Holt model only by 0.2%. An important factor here is that
the use of the ARIMA model requires the calculation of the values of six parameters, while the use of
the Holt model requires the calculation of only two coefficients. It is worth noting that all adaptive
models by the values of information quality criteria, 4/C and BIC, show better results than models of
neural networks of type GMDH, which is caused by too many parameters of GMDH.

Fig. 2 shows the time series that represents the stock prices of AAON Inc. in the period from
2017 to 2018 and its correlogram. Looking at them one can draw a conclusion about a distinct season-
al component in a series and a lack of a tendency to increase or decrease. Tabl. 4 presents the results of
the evaluation of the effectiveness of statistical models implemented in software, conducted with the
help of a multi-criteria procedure.
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Fig. 2. Series (AAON Inc.): — output value of a series, b) — correlogram of a series
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Table 4. Results of model quality comparison by quantitative criteria

Model SSE MSE AIC BIC R” Number  of
parameters

GMDH 64.4917 0.4425 -0.5214 0.945 80 105

Brown model 100.682 0.4011 -0.9056 -0.8777 | 70.1742 |1

Exp. ad. 72.7227 0.2909 -1.223 -1.1811 | 77.9284 |3

Exp. mult. 72.7128 0.2909 -1.2232 -1.1813 | 77.9313 |3
Box-Jenkins model | 72.0692 0.2883 -1.232 -1.1901 | 78.1146 |3
Tail-Wage model 72.0387 0.287 -1.2404 -1.2124 | 78.1233 | 2

Holt model 72.0365 0.287 -1.2404 -1.2125 | 78.1239 [2

ARIMA 69.8501 0.282 -1.2475 -1.1777 | 78.7482 | 5

Lin. mult. 69.0402 0.2762 -1.275 -1.2331 | 78.98 3

Lin. ad. 69 0.276 -1.2756 -1.2337 | 78.9916 |3

As one can see from tabl. 4, for the time series with a pronounced periodic component, ac-
cording to the values of information quality criteria, adaptive models have shown significantly better
results than more complicated statistical methods. Only by the value of the SSE they yield to the mod-
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els of group model of data handling. However, the use of GMDH requires the calculation of a much
larger number of parameters (105 and 3), while it gives reduction of the error value only by 6.5% as
compared to the linear additive model.

Conclusions and perspectives of further research

1. In the course of the research there was developed the software for identifying the optimum
values of smoothing coefficients of adaptive forecasting methods, g, 6,, 6;. For this purpose, a genetic
algorithm with valid coding was used.

2. The proposed approach was used to forecast time series that represent the daily fluctuations
of stock prices of known American companies such as IBM, Microsoft, Apple, AAON, etc., from
December 2017 till December 2018. Using searching algorithm of optimal values of the smoothing
coefficients, it was possible to improve the accuracy of forecasts not less than 10%.

3. The developed software complex allows comparing the results of various time series fore-
casting models using the multi-criteria procedure, which makes it possible to take into account error of
forecasting, SSE and MSE, information quality criteria, A/C and BIC, and adjusted determination crite-
rion, R**. Performance analysis of adaptive methods was compared with the results of the ARIMA and
GMDH models. The analysis of the results showed that in the most series by the sum square error
forecast they are inferior to the models of autoregression integrated moving average and group method
of data handling. However, if we take into account not only the value of error but also the complexity
of mathematical calculations, then adaptive methods in all cases show better results than group method
of data handling that uses too many parameters, and in certain ones they exceed ARIMA models, for
example in the analysis of sequences with a pronounced seasonality. This also confirms the impor-
tance and complexity of the question of selecting the optimal forecasting model for a specific time
series [14].

For today, the perspective direction of research in the field of time series analysis is the ques-
tion of construction of structural models such as neural networks, fuzzy logic, Markov chains, etc. and
analysis of their efficiency. Therefore, the purpose of the further research is to expand the developed
software complexwith forecasting models of this class, as well as to compare the quality of the results
of statistical and structural models by means of a multi-criteria procedure. Such an approach will ena-
ble to perform the automatic selection of optimal forecasting models for a specific dynamic series. In
addition, the best models selected can be used later in the construction of ensembles, that is, sets,
models of forecasting, which can significantly improve the forecasting quality [15].
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PO3POBKA NPOI'PAMHOI'O 3ABE3NNEYEHHSA MTPOT'HO3YBAHHSA YACOBHUX
PSAIB 3 BAKOPUCTAHHSM AJAIITUBHUX METO/IIB TA AHAJII3 iX
E®EKTUBHOCTI

Hoarix A.O. Bbaiioy3 O.I'.

Pedepar

Oco06n1BOi aKTYaNbHOCTI B PI3HUX 00JacTIX JIOACHKOI MisIbHOCTI Ha0yBae 3a1a4a MpOTHO3Y-
BaHHS. B eKoHOMilli — JUIsl IPOTHO3YBAaHHS MIOJIEHHUX KOJIMBAHb IIiH HAa aKlii Ta KypciB BamoT. B
MPUPOAHUYNX HAyKaxX — JUI BU3HAYCHHS KIJTHKOCTI OMAdiB, OIIHKK OiOJIOTIYHHUX Ta OlOXIMIYHHUX
MOKa3HHUKIB.

[Tporao3yBaHHs 32 IOMOMOTOI0 0araTboX BiZIOMHUX METOJIIB BUMAra€ CyTT€BHX MAaTEeMaTHYHUX
00YHMCIICHh Ta HaKJIagae OOMEKCHHS Ha po3MipH psamy. [HIT MeTomu mo30aBiIeHi X HEMOMIKiB, aje
HE JIO3BOJISIFOTH POOUTH TOCTATHBO TOYHHM MPOTHO3. B Taknx yMoBax MepcrneKTHBHUM € BUKOPUCTAH-
HS aJaNTUBHUX MojeNeil. IX jerko OyayBaTH Ha €KCEPHMMEHTAJIBHMX JAHUX; iX 3aCTOCYBaHHsS He
noTpe0ye BEMMKHX BUTPAT MAIIMHHOTO Yacy Ta CKIaJHUX MaTeMaTHYHUX OOYMCIECHb, BOHH BPaxoBY-
I0Th «CTapiHHS» iHPopmManii. OHAK MpH 3aCTOCYBaHHI IIOTO MiIX0AY BaXIMBO BiAHAUTH ONTHMAIIb-
Hi 3HaUeHHA KOeQili€HTIB 3rMaKyBaHHS, 6,65 63 A 33aHOTO PsiLy. AKTyaJbHUM € MIUTaHHS PO3PO-
OKH TIpOrpaMHOTO 3a0€3MeUeHHs TSI aBTOMAaTUYHOTO MiI00py UX KOe(illi€HTIB.

Mertoto JOCHIDKEHHS € po3poOKa MporpaMHOro 3abe3medeHHs imeHTHDIKAIll ONTHMAaTEHIX
3Ha4YeHb KOe(DilliEHTIB 3IIaPKyBaHHS alalTUBHUX METOJIB MMPOTHO3YBaHH Ta OIiHKA SKOCTI OTpHMa-
HUX pe3ynbTariB. s imeHTH]iKAIi] ONTUMANEHUX 3HAYEHB 6,685,683, OyJa po3podIeHa mpouenaypa
THOIIYKY, 3aCHOBaHA Ha BUKOPHCTaHHI T€HETHYHOTO AITOPUTM 3 JiIICHIM KOIyBaHHSAM. 3alpoIOHOBA-
HUH miaxinq OyB BUKOPUCTAHUH JUIS MPOTHO3YBAaHHS IIOJACHHUX KOJIMBAHB I[iH Ha aKIlii BIJOMUX KOM-
naniii, Takux sk IBM, Microsoft, Apple, AAON, Tomo. [y mopiBHSIHHS €()EKTUBHOCTI aJalTUBHUX
METOJIiB 3 pe3yJbTaTaMu POOOTaMH IHIIKMX CTATHCTUYHHX ITiXOMAIB Oyia OaraTokpuTepiaibHa mporie-
nmypa. BoHa mo3BoJisie BpaxoByBaTH 3HaYEHHS ITOXUOOK IIPOTHO3Y, iH(QOpPMAIitHIX KPUTEPiiB IKOCTI, i
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CKOPEroBaHOT'O KPHUTEpito AeTepMiHamii. Pe3ynbpratn mOpiBHSHHS MOKAa3al, 10, IPH BHKOPUCTAHHI
HEBEITMKOI KUTBKOCTI MapaMeTpiB Y MOPIBHAHHI 3 IHITAMH MOJEIISAMH, adallTHBHI METOIHU MOXXYTh
OyayBaTH JOCHUTH SKicHI mporHo3u. OTpUMaHi pe3yinbTaTH MOXKYTh OYTH Y MOJAIBIIIOMY BUKOPHCTaHI
[uis izenTrdikanii onTUMaIbHOT MOAETI TMHAMIYHOTO MPOLECy Ta MpU NOOYA0BH aHCaMOIiB Moeeit
IPOTHO3YBaHHS.
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