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INTERPOLATION OF TECHNICAL MEASUREMENTS OF AUTOMATIC
AND ELECTRONICS DEVICES IN MECHANOTRONIC SYSTEMS

The paper presents an algorithm for interpolation of technical measurements of automatic and
electronic devices, which is performed cyclically, with a high frequency. Based on the application of
the estimated function method, based on the result of a step along any controlled coordinate, an esti-
mated function is calculated, the sign of which determines the direction of the next step. The displace-
ments resulting from this step bring the trajectory under investigation closer to the given curve. The
interpolation algorithm by the estimation function method is implemented in software or hardware, all
mode operations are performed simultaneously during one period of operation.
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Y pobomi npedcmasneno ancopumm iHmepnosyii MexHiYHUX BUMIPIOBAHbL NPUCPOIE ABMO-
MAmuKy ma eneKmpoHiKu, Wo GUKOHYEMbCA YUKLIYHO, 3 8UCOKOI0 Yyacmomoio. Ha ocnosi 3acmocy-
BAHH MemMOoOa OYIHHOL QYHKYIL, 3a pe3yIbmamom KpoKy 83008 0Y0b-aK0i Kepo8aHoi KOOpOuHamu,
004UCTIOEMbCS OYIHHA YHKYIs, 3HAK AKOT 8USHAYAE HANPSIMOK HACTHYNHO20 KPOKY. Tlepemiujenns, uwjo
BUHUKAIOMb 6 Pe3YIbIMami Yb020 KPOKY, HAOIUNCAIOMb MPAECKMOPIIO, AKA 00CHONCYEMbCs, 00 3a0a-
HOI Kpugoi. Aneopumm inmepnoaayii Mmemooom oyinHoi yHKYil peanizyemvpcsi npoepamtuo abo ana-
Pamuo, 6ci onepayii pesicumy UKOHYIOMbCsL 0OHOYACHO NPOMALOM 00HO20 Nepiody pobomiu.

Knrouosi cnoea: enexmpuuni cueHanu, enekmpoHHO-yudposi npucmpoi, yugpo-ananozosi
npucmpoi, OUCKpemu3ayis, iHmepnoasayis, OYiHHa QyHKYIs.

Problem’s Formulation

The further development of the economy of Ukraine is closely related to the wide automation
and improvement of technological processes based on electronics, computer and microprocessor tech-
nology. The role of electronic and automatic devices is growing nowadays due to the widespread use
of mechatronics technology.

The functioning of mechanotronic systems acts as a sequential and systematic experimental
and analytical process, the effectiveness of which depends on the level of modern information tech-
nologies and decision support systems; excellence of modern technical means, mathematical models
and computational methods; multifunctionality and mobility of hardware and software modeling
systems.

Analysis of recent research and publications

A wide range of machine-building products, a large number of measured parameters, and the
complexity of rules and algorithms make it particularly relevant to generalize the results achieved by
domestic and foreign scientists in the field of mathematical modelling of complex systems, hardware and
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software methods and technical means of assessing the technical condition of mechanotronic objects
[1—4].In this regard, great attention is traditionally paid to the development of interpolation algorithms,
and today there are several interpolation methods and dozens of their versions and variants [5—7].
Formulation of the study purpose

The purpose of the research is to create a general linear interpolation algorithm for mechatron-
ic systems, which can be modified due to discretization and quantization of information signals of dy-
namic characteristics according to the block principle.

Presenting main material

In modern integrated mechatronic systems, electrical signals are mainly used, which are cha-
racterized by a high speed of their processing, ease of formation and transmission over long distances,
a wide range of currents and voltages, ease of conversion of electrical energy into other types (thermal,
mechanical, light), etc. others The information content conveyed by these signals is modulated or en-
coded into their electrical or time parameters and then demodulated or decoded. This process is cha-
racterized by the transformation of physical effects on control objects (heating, movement, rotation)
into forms that are convenient for visual reading (movement of the arrows of measuring devices, num-
bers and symbols of information panels).

Information acquisition systems are divided according to the principles of building structures
(Tabl. 1) and according to the characteristics of information signals (Tabl. 2) [8].

Table 1. Classification of information systems according to the principle of building structures

Classification sign T Class >
Availability of a special communication channel Absent Available
Procedure for receiving operations Consistent Parallel
Aggregation of the composition of the system Aggregated Unaggregated
Using the standard interface Not used Used
Availability of software-controlled computing devices Absent Available

Compensation

Availability of information feedback loops Opened (single and multi-

circuit systems)
No change (in real | With a change in

Changing the speed of receiving and issuing information

time) speed
Signals used in the information system Analogues Pulse code
. . Dimensionless sys- .
Structural and information redundancy tems Y5 | Excessive systems
Adaptation to excessive values Unadaptable Adaptive

Table 2. Classification of information systems according to the characteristics of information

signals
. L Classes
Classification sign 7 3

Behavior in time Immutable Changeable

Location in space Concentrated Distributed

Character of values Uninterrupted Discrete

Energy sign Active Passive

Independent ob- Obstacles that are

Interrelation of obstacles with input values s taclI;s associated with

input values
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In the process of formation, transmission and processing, electrical signals are subject to am-
plification and filtering. To eliminate distortions and protect against interference, signals are shaped by
shape, amplitude, or duration. For this, electronic devices are used, which consist of electronic ele-
ments and passive electric circuits (resistors, capacitors, inductors), which are designed to connect in-
dividual electronic elements and perform independent functions of converting electrical signals.

The use of electronic-digital and digital-analogue devices allows you to perform arithmetic
and logical operations, differentiation, integration and conversion operations for electrical signals ac-
cording to almost any mathematical law.

Thanks to these unique features, the formation, processing and conversion of electrical signals
can be carried out at a frequency of tens and hundreds of megahertz, and the signal level can be ampli-
fied from a fraction of a microvolt to hundreds of volts, and the power can be from a fraction of a na-
nowatt to hundreds of kilowatts [9].

Modern electronic elements of devices used in mechatronics systems are produced, as a rule,
in two types:

— in the form of individual discrete components (diodes, transistors, thyristors, etc.);

— in the form of integrated circuits, in which a number of separate elements are combined in
one body or in one functional unit, which is usually completed on one semiconductor crystal.

Elements of the first type are used primarily in power chains of information systems, which
are usually simple in terms of circuitry, dissipate a significant amount of heat and have large dimen-
sions. Elements of the second type are more complex in structure, perform increasingly complex func-
tions, and contain an increasing number of separate electronic elements.

Regardless of the degree of complexity of microcircuits and the numerous functions they im-
plement, the basis of their structure is elementary circuits, the physical principles and features of
which work is more easily and effectively revealed when simulating microcircuits with the help of
individual discrete electronic and electrical elements. This allows more efficient and full use of their
qualities simplifying the process of setting up and monitoring their current state.

In information systems, there is a problem with processing messages that are taken from ana-
logue sensors and have a digital form, discretization (quantization) of analogue signals is carried out.
There are three types of discretization [10]:

— by time;

— by level;

— by level and time (combined).

Suppose that the information is displayed by an analog continuous function, which consists in
describing the change in sensor readings over time. As a result of the next computing cycle, which is
performed at the highest possible speed in the machine time scale, it is determined for which sensor
commands should be issued at the current control stage. The results are stored in the buffer, which is
accessed with a frequency that corresponds to the speed of changing the operating modes of the me-
chatronic system. In this way, machine-scale calculations are tied to real-time, the development of
events which is determined by technological considerations. However, the value of the interpolation
period remains fixed only during the processing of the current state, which corresponds to the given
mode of operation of the mechatronic system.

When moving to the next operating mode, the value of the interpolation period must be recal-
culated based on the feed rate of the drive. Therefore, the interpolation process is a set of computing
cycles that are continuously repeated until all information is fully processed and ends with the deter-
mination of combinations of commands issued by the control bodies.

The interpolation algorithm is performed cyclically, with a high frequency, based on the appli-
cation of the estimation function method. The essence of this process is that based on the result of
steps along any controlled coordinate, an estimated function is calculated. The sign of the function
determines the direction of the next step. The movement resulting from the step brings the trajectory
under investigation closer to the given curve [11]. All calculations are carried out in whole numbers,
so-called discrete units.
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Let some arbitrary curve described by the following equation be subject to interpolation
yiX —x; ¥ =0, (D
where — x;, y; coordinates of the current point of a straight line; X',¥ — personnel increments along
axes Oxand Oy .
Then the evaluation function F has the form
Fi=yiX =xY. 2)
This expression allows you to calculate the evaluation function and determine its sign, and
when making a step along the axis in one discrete time, the evaluation function will have the form
Fia=0+DX-x Y=y X-x)+X=F+X.

Thus, the calculation of the new value of the evaluation function is based on the previous val-
ue of the evaluation function that is stored. At the same time, the initial value of the evaluation func-
tion is equal to zero, and all its subsequent values are determined only by the number of personnel in-
crements selected from the program. The sign of the evaluation function obtained as a result of the
next step determines the direction of the next step (Fig. 1).
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Fig. 1. Linear interpolation by the estimation function method

If the intermediate point of the interpolation trajectory is in the region F < 0. Then the next
step of movement is performed along the axis Ox by one discret. If the intermediate point of the trajec-
tory is in the area F > 0, then the next step is performed along the axis Oy .

Since the process takes place in a relative coordinate system, the beginning of the interpolated
segment is always at the origin of the coordinates, while the starting point of the interpolation trajecto-
ry is in the region F =0and has coordinates x, = 0;y = 0. If the line segment is located in other
quadrants of the coordinate plane, then in order to apply the interpolation algorithm, it is necessary to
first move to the first quadrant. The peculiarity of the algorithm is that for each current time segment,
linear interpolation is carried out according to one of two possible modes (Tabl. 3) [12].
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Table 3. Mode of linear interpolation by the estimation function method

Ne Regime 1 (F >0 ) Regime2 (F <0)
1 Step along the axis Ox Step along the axis Oy
2 Fia=F-Y Fr=F + X

3 Xiy] =X +1 Yis1 =y +1

4 Audlt Xivl = X Audlt Yiv1 = Y

The interpolation algorithm by the estimation function method is quite simply implemented in
software or hardware, and all mode operations are performed simultaneously during one period of op-
eration and during this time the desired operation mode must be established. The codes of the numbers
contained in the register must be entered into it by shifting with the simultaneous execution of arith-
metic code operations (x;,; = x; +1), and the codes of the new value of these values x;,; are entered
into the register. Entering and outputting codes occur simultaneously, namely, the lower digit of the
new code immediately follows the higher digit of the previous code.

For mechatronic systems, the general interpolation algorithm can be modified due to the dis-
cretization and quantization of information signals of dynamic characteristics according to the block
principle, while the carrier frequency is chosen constant and the set of blocks involved in the interpo-
lation process is determined by the orientation of the interpolation plane.

For a mechatronic system operating at a constant carrier frequency with a period 7 , interlock
increments Ax;,Ay; inthe i-th cycle of interpolation are related by the following equations

Ax;t—XT =0,
Ayit-YT =0,
where 7— frame working time; Ax; =x; —x;_1, Ay; =y; — Vi_-
Compilation of interlock increments from the beginning of the frame to the i-th cycle of inter-
polation allows you to proceed to the following formulas

1 1
XT yr
D Ax—iT—==0,> Ay —i——=0, (3)
T T
k=1 k=1

1 1
where ZAxk , ZA y; — total movements of the reproducing trajectory of the point by coordinates
k=1 k=1
X andY from the beginning of the frame to the i-th cycle of the constant carrier frequency period.
If we take into account that the interpolation is carried out by whole numbers, then for the es-
timated functions we obtain, according to (3), the following system of equations

1
N; = Axy —iA¥

= )
1
M; = Ay, —iAy
k=1
. . ~ XT . YT .
where N;, M ; — evaluation functions along the axes Oxand Oy ;AX = —, Ay =—— average in-
T T

terlock increments of the corresponding coordinates, which must be worked out in each interpolation
cycle.
Taking (4) into account, the control strategy for the next i-th cycle can be constructed as
follows
B int (AX), N; >0,
"7 |int (AX) + sign(x), N; <0;
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ot ( A .
. :{ int(Ay), M; >0, )

int (Ay) +sign(y), M; <O.
It follows from formula (5) that the successive increments of blocking Ax;, Ay; are discrete

integers. Therefore, the average block increments should also be measured in discrete units, and the
linear interpolation algorithm will consist of the parallel calculation of the clock increments of all
coordinates for the current interpolation cycle and consists of the following actions 7 [13]:
— accept the previous values of the clock increments of the coordinates for the current i-th
cycle;
— calculate values of evaluation functions N;, M ; ;
— with negative values of the evaluation function, adjust the previous value of the clock incre-
ment of the coordinate by adding one discrete;

— determine the number of interpolation cycles i,,, = % and the duration of the last cycle,

which may be less than the period value T ;
— clock increments of the coordinates for the last cycle are determined by the formulas
i —1
AXimax =X = D Ax;3
i=l1
imax -1
AYimax =Y = ZAJ’i :
i=1

Conclusions

1. The scheme of linear interpolation by the method of an estimated function at a constant car-
rier frequency is considered a process of producing compensations at each step of the interpolation
cycle in order to prevent deviations from the given trajectory of movement.

2. The interpolation trajectory runs mostly from above over the specified movement trajectory
for the modified method of the evaluation function.

3. The method of the estimation function at a constant carrier frequency reproduces the speci-
fied movement trajectory more accurately compared to the function that estimates the interpolation
error of only the current step.

4. The estimation functions determine the accumulated interpolation error more accurately
compared to the function that estimates the interpolation error of the current step only.
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IHTEPHOJISIIA TEXHIYHUX BUMIPIOBAHb ITPUCTPOIB ABTOMATHUKH TA
EJIEKTPOHIKA B MEXAHOTPOHHHUX CUCTEMAX
Anekceenko C.B., Kagnasnuxosa T.M., yanikos B.C.

Pedepar

VY cy4yacHUX IHTErpOBaHUX MEXaHOTPOHHHMX CHCTEMax B OCHOBHOMY BUKOPHCTOBYIOTBCS €lle-
KTPUYHI CHUTHAIH, SIKi XapaKTEepU3yIOThCS BUCOKOIO HIBHJIKICTIO 1X 0OPOOKH, JErKicTio (opMyBaHHS 1
nepenayvi Ha BEJIMKI BiZICTaHi, INUPOKUM [iara30HOM CTPYMiB 1 HAampyrT, JErKiCTIO MEPETBOPEHHS €JIeK-
TPUYHOI eHepTii B iHIII BUIM (TEIUIOBI, MexaHiuHi, cBiT/IOBi) Towo. [HpopManiitHuii BMICT, 1110 mepe-
JA€THCS IIUMU CUTHAJIAMH, MOIYJTIOETHCS B IXHI eleKTpuyHi a0 4acoBi mapaMerpH, a MOTiM JIeMOAYy-
moeTbest abo nexonayeThes. Llel mporec xapakTepu3yeThbesi EpeTBOPEHHAM (PI3MUHMX BIUIMBIB Ha
00'ekTH ynpaBiiHHA B GOPMH, 3pyUHi VI Bi3yaJbHOTO 3UUTYBaHHSL.

VY poboTi mpeAcTaBiIeHO aNTOpUTM IHTEPHONALIT TEXHIYHMX BUMIPIOBaHb aBTOMAaTHYHHUX Ta
SNIEKTPOHHUX MPHUCTPOIB, AKUH BUKOHYETHCS LUKIIIYHO, 3 BUCOKOIO 4acToTol0. Ha ocHOBI 3acTocyBaH-
HSl METOTy OLIHOYHOI (DYHKIIT 3a Pe3yJIbTATOM KPOKY IO OyIb-sIKiii KOHTPOJIHOBaHii KOOpAWHATI pO3-
PaxoBYeThCs OLIHOYHA (PYHKIIiS, 3HAK SIKOI BU3HAYAE HAMPSIMOK HACTYITHOI'O KPOKY. 3CYBH, 110 BUHH-
KalOTh B PE3YJIBTATi [BOI'0 KPOKY, HAOIMKAIOTH AOCIIIKYBaHy TPAEKTOPIIO 10 3a1aHOi KpUBOi. Anro-
PUTM iHTepHosALii MeToloM (DYHKIIT OL[IHIOBaHHS peai30BaHUM MpOorpamMHo ado amapaTHO, BCi pe-
JKUMHI orepanii BUKOHYIOTbCS OJJHOYACHO MPOTATOM OJHOIO Tepioy poOoTH.

Cxema niHiIHHOI iHTeprosiii MeTogOM ouiHOYHOI (QYHKUIT Mpy MOCTIHHIA HecydYil 4acToTi
PO3IIIAA€ETHCS K MPOLeC 3IHCHEHHS KOMIICHCALi Ha KOKHOMY KPOIL IIUKJIIB IHTEPIIOIALIT 3 METOI0
3armo0iraHHs BiIXHMIJICHD BiJl 3aJIaHOI TPAEKTOPII pyXYy.

J1J11 MeXaHOTPOHHHUX CHUCTEM 3arajbHUil allTOpUTM IHTEPIOIIALii MOKHA Mo (iKyBaTH 3a pa-
XYHOK JTUCKpeTH3allii Ta KBaHTyBaHHS iH(OpPMaLiHHUX CUTHAJIB JUHAMIYHUX XapaKTEPHCTHK 3a O110-
YHUM TPUHIMIIOM, TIPU IIbOMY HECY4y 4acTOTy BUOMpPAIOTh MOCTiiHOIO, a Habip OOKiB, 10 OepyTh
y4acTh y MpoIeci iIHTEPIONALi], BU3HAYAIOTh 32 OPIEHTALS IUIOMIMHH 1HTEPIOIALI.
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