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VYHiBepcuTer MUTHOI ciipaBu Ta (iHaHciB, JHinpo

FORECASTING DEMAND FOR PRODUCTS USING NEURAL MODELS AND
TIME SERIES

IPOI'HO3YBAHHSI NOIIUTY HA ITPOAYKIIIO 3A JONMIOMOI'OIO HEMPOHHUX
MOJEJIEU TA BUKOPUCTAHHAM YACOBUX PANIB

The demand for modern manufacturing products is becoming more unpredictable due to rapid
changes in consumer tastes, globalization, technological and economic changes, as well as the impact
of external factors. In this context, the use of forecasting methods is becoming a critical element of
production management strategies. Effective demand forecasts allow not only to adapt production ac-
tivities to current market conditions, but also to ensure the sustainability of product supply to the mar-
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ket, minimizing costs and risks. This paper considers the problem of forecasting demand for modern
manufactured products on the example of agricultural products using methods of analyzing available
data. The emphasis is on understanding and using statistical and mathematical models for forecasting
trends in consumer demand for goods and services. As a result of the study, the ARIMA neural model
was trained to forecast demand based on available data for the past period of time using modern tools
and the Python programming language. The developed algorithm for training the neural forecasting
model is universal and can be further used in metallurgy, machine building, chemical industry and
other sectors of the economy.
Keywords: smart factory, Industry 4.0, data forecasting, time series, ARIMA neural model.

Tonum Ha npodykyito cyuacnozo supobHuymea cmac Oinviu Henepedbayy8aHum yepes3 weuoKi
BMIHU CMAKIB CNOXNCUBAHL8, 2100aNi3ayilo, MEXHON02IYHI | eKOHOMIYHI 3MIHU, A MAKOXNC GNIUE 308HIUL-
HIX YUMHUKIG. B ybomy xonmexcmi guxopucmants memooie npocHO3y8aHHsI CIMAE KPUMUYHO BAICTU-
BUM eNleMeHmoM cmpamezii ynpaeiinus eupobnuymeom. Egexmueni npoenozu nonumy 003601:110ms
He Juwe adanmysamu c80io UPOOHUYY OIIbHICb 00 NOMOYHUX PUHKOBUX YMO8, aje i 3abe3neuysa-
MUy Cmaicms NOCMAYanHs NPOOYKYIL HA PUHOK, MIHIMIZYIOuU eumpamu i pusuku. Y pobomi posensoa-
€MbCsl nPodIeMa NPOSHO3Y8AHHS NONUMY HA NPOOYKYIIO CYYACHO20 8UPOOHUYMEA HA NPUKIAOI CLlbCh-
K020Cn00apcoKoi npoO0yKyii i3 GUKOPUCTHAHHAM MemoOi8 aHANi3y HASAGHUX OaHUX. AKyeHm pooumuvcs
Ha pO3YMIHHI MA SUKOPUCTNAHHT CIIAMUCTRUYHUX MA MATNEMAMUYHUX MOOerell NPOSHO3YEANHS MeH-
O0enyitl y CROACUBYOMY NORUMI Ha MOoapu ma nociyau. Bpaxosyouu possumox cyuacnux mexuonoeii
00pOOKU OaHUX MA WMYUHO20 THMENEeKMY, GUCBIMIEHO MONCIUBOCMI 3ACMOCYBAHHS TMAKUX HOBIMHIX
nioxo0ie, K MAWUHHE HAGUAHHA O NOJINWEHHS MOYHOCMI Ma epekmueHoCmi npocHo3yeants. B
pe3yibmami npo8edeH020 00CHiONCeHHs byna Hasguera HellpoHHa modeiv ARIMA ons npoeno3yeanus
NORUMY HA OCHOBI HAAGHUX OAHUX 3G MUHYIUU NEPiod 4acy 3a OONOMO2010 CYHACHUX THCIMPYMEHMI8
ma mosu npoepamysanns Python. Cmayionapnicme 6xiOH020 4ac06020 psdy 0yia niomeepoicena 3a
donomozorw cmamucmuynozo mecmy /liki-@yniepa, 3nauenus aKoeo ckuano -4.58, a makosc ompu-
Mano20 p-3navenus, sxe oopisuioe 8.7 x 107°. Sxicme nasuenoi neiiponnoi modeni 6yna oyinena 3a
00NOMO02010 CePeOHbOi AOCONIOMHOI NOMUIKU MA CePeOHbOKEAOPAMUYHOI NOMUIKU. 3HauenHus MAE
Oopisnroe 13.23, a MSE — 173.84. Bioxunenns o y npoerno3zyeanni cknano ~13.19 mon. Takooic sxicmo
Mooeni niomeepod’CyEMbCS OMPUMAHUMU NPOSHOZ08AHUMU PE3YTbMAMAMU HA NeBHULL Nepiood Yacy 6
manubymuvomy. Jna eizyanizayii 000amro8ux Xxapakxmepucmux Hag4eHoi HetlpoHHoI mooei 6y8 nody-
Odosanuii epagix poznodiny uacmomu oanux ma Q-Q epagix. Po3pobnenuil arcopumm HA8UAHHS Hell-
POHHOT MOOeNi NPOSHO3Y8AHHS HA OCHOGI HAAGHUX OAHUX 3G MUHYIULL NEPIO0 4acy € YHIGepCATbHUM ma
Modice Oymu Y noOAIbLUOMY BUKOPUCIAHULL Y MEMANYPeii, MAuuHo0y0y8anHti, XiMIiUHill NPOMUCTIOBO-
cmi ma iHWUX 2aay3sax eKOHOMIKU. JJOYinbHO MAKodiC NOPIGHAMU OMPUMAHT pe3yTbmamu 3 MUMU, Ki
MOACYMb OYMU OMPUMAHT 3 BUKOPUCTHAHHAM MOOu@ixosanoi modeni ARIMA — SARIMA, ska epaxo-
8Y€ CE30HHICb, a omdice 00360J5E€ Kpauje NPOSHO3Y8amy NONUM y Ne6Hi nepioou, Hanpukiao, y 6io-
N0B8I0b HA Ce30HHI MPEeHOU YU NIKU NONUMY.

Knrouosi cnosa: inmenexmyanvna gadpuxa, Inoycmpis 4.0, npocnosysanHs Oauux, 4acosi
pAou, HetiponHa modenb ARIMA.

Problem’s Formulation

In the context of the study of product demand forecasting, special attention is paid to the tran-
sitional phenomenon that defines a new stage in economic development — Industry 4.0. This concept
is based on the use of modern technologies, such as the Internet of Things (IoT), artificial intelligence
(AI), data analytics, blockchain, and others to automate and optimize production processes [1, 2]. The
smart factory, which is also part of the Industry 4.0 concept, is a modern approach to production or-
ganization that uses advanced technologies and intelligent systems to automate and optimize all stages
of the production process. It creates an integrated ecosystem where devices, equipment and systems
exchange data in real time to increase production efficiency and simplify management [3]. Intelligent
systems can use the data to automatically control equipment. Of particular importance is the ability of
systems to adapt production processes in real time to changes in external factors that may affect pro-
duction productivity and product quality. Additionally, the Intelligent Factory helps to increase auto-
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mation and reduce costs by optimizing the use of resources, including energy and water. It can imple-
ment energy-efficient technologies and management systems to ensure efficient use of resources and
reduce the environmental impact of production [4, 5]. The most common use case of the smart factory
concept is in an enterprise where the entire production chain, from design to production and manage-
ment, is fully based on technology and Al. Production processes are subject to optimization, with Al
predicting equipment malfunctions, managing inventory, and developing more efficient production
methods [2].

To implement the forecasting process, time series are used, which are a sequence of data
measured or observed at successive points in time [6, 7]. They are collected in a chronological order,
which allows analyzing changes over time and identifying relevant patterns, trends or cyclic fluctua-
tions. Based on the studied data dynamics, they provide an opportunity to make certain decisions. The
common characteristics of time series include time, variables, trends, seasonality, and noise.

Smart factories that create an integrated system using Industry 4.0 technologies help to optim-
ize production processes, reducing costs and increasing efficiency [8]. This opens up the possibility to
respond quickly to changes that affect production processes. The relevance of the study lies in the use
of time series for demand forecasting, allowing to automatically analyze changes over time and identi-
fy patterns that are used in making decisions on the production and supply of products.

Analysis of recent research and publications

When applying data processing methods in the field of the Internet of Things, the main focus
is on the problems associated with recording data from various sources and possible errors in the elec-
tronics of embedded devices, which leads to the emergence of high-dimensional data sets and «con-
cept drift» events. Therefore, we propose a new approach to processing high-dimensional non-
stationary time series within the loT: projecting the original high-dimensional data into a low-
dimensional nested space and using the Fuzzy Time Series (FTS) approach for further analysis. The
main improvement lies in a more efficient representation of the complex content of non-stationary
multidimensional time series and more accurate forecasting. It is claimed [1] that the model is able to
explain 98 % of the variance and achieves high forecast accuracy rates, including Root Mean Squared
Error (RMSE), Mean Absolute Error (MAE), and Mean Absolute Percentage Error (MAPE).

The transformation of traditional production into intelligent production is of interest to manu-
facturing companies at the global level. The main goal of the Industry 4.0 concept is to create digitali-
zation of production processes, where the flow of information between different devices is controlled
with minimal human intervention. Various physical and cybernetic technologies make Industry 4.0 a
way to improve productivity, quality, manageability, management and transparency of information in
production processes. Despite the numerous potential opportunities provided by Industry 4.0, many
companies still lack an understanding of the variety of technologies available within the mentioned
concept, as well as the challenges and risks it faces during implementation [3]. The main features of
Industry 4.0 involve the use of digital technologies to improve all aspects of industrial production, in-
cluding processes, products and interaction with customers; connecting systems and devices on pro-
duction lines to the Internet for data exchange and real-time monitoring; implementation of Al tech-
nologies for analysis of large volumes of data, decision-making, optimization of production and pre-
diction of possible problems; combining physical systems with digital counterparts, creating «cyber-
physical systems» for more effective management and monitoring; quick response to changes in de-
mand or market requirements; creation of virtual copies of physical objects and processes for more
effective management and control [3, 4].

Modern technologies including IoT, Edge Computing, Cloud Computing, Al, Deep Learning
and Machine Learning can be used and integrated to create practical implementation examples in manu-
facturing and other industries. The emphasis is on research into how a combination of these technolo-
gies can work together. Instead of traditional methods of tracking inventory, such as ledgers and
spreadsheets, solutions [4] are proposed to implement real-time tracking and management of inventory
status, even remotely. Inventory data is monitored by deep learning systems and processed on an [oT
platform deployed in a cloud service for easy access to tracking and subsequent analysis. So, the tech-
nologies of Industry 4.0 technologies are IoT, Al, and supervisory control and management systems
(SCADA), which provide real-time monitoring and control of industrial processes, allowing for opti-
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mized production operations; technologies for processing and analyzing huge amounts of data collected
from various sources in the production process to identify trends, forecast and optimize; cyber-physical
systems (CPS), which determine the integration of physical processes with digital information, creating
a single system where computers and networks interact with the physical world; storage and processing
technologies; and These innovative technologies and tools work together to create an intelligent factory
where production processes become more efficient, flexible and sustainable. The result is improved
product quality, optimized costs and environmentally sustainable production practices.

One of the existing methods for forecasting future time series uses multivariate historical time
series [9]. Historical time series data covers the time variations of various phenomena such as stock
prices and economic indicators, as opposed to physical time series data such as voice recordings. His-
torical time series data is characterized by complex interdependencies between many factors, resem-
bling a complex network of interactions. Unlike physical time series, establishing causal relationships
between these factors is often impractical, which creates significant challenges for forecasting tasks.
However, through the use of advanced statistical methodologies, the system proposed in [9] seeks to
uncover the patterns inherent in historical time series data, facilitating accurate forecasting of future
trends. Experimental verification of the concept's effectiveness highlights its potential usefulness in
practical forecasting scenarios.

In the process of time series modelling, it is advisable to use the Autoregressive Integrated
Moving Average (ARIMA) model with a special emphasis on variance analysis [10]. Variance testing
is conducted to assess the suitability of the ARIMA model for modelling seasonal data, which helps in
determining the appropriate time periods. Time series analysis and modelling is a fast-growing area of
financial econometrics, especially in the field of high-frequency data, which refers to financial infor-
mation collected at hourly, minute, or even second intervals [10]. The dynamic nature of the data con-
tent requires data mining algorithms that can cope with conceptual drift and reflect the evolution of the
data. The model itself is a combination of three main components: autoregression (AR), integra-
tion (I), and moving average (MA). Autoregression describes the relationship between the current val-
ue of a time series and the previous values of the same series. In the AR(p) model, the current value of
the series is represented by a linear combination of p previous values of the series, where p is the order
of autoregression [11, 12]. Integration (I) is used to stabilize the time series to make it stationary. In a
stationary series, the statistical characteristics of the moving average and variance remain constant
over time. Integrating a series means subtracting the current value from the previous value, which
helps to remove the trend and make the series stationary. Moving average (MA) is a model in which
the current value of a time series depends on random errors at previous points in time. In the MA(q)
model, the current value of the series is a linear combination of q previous random errors, where q is
the order of the moving average. By combining the three components discussed above, the ARIMA(p,
d, q) model allows you to model a wide range of time series. Here, p, d, and q stand for the autoregres-
sive, integration, and moving average orders, respectively [13].

Graphs provide a powerful framework for analyzing complex datasets, allowing you to effec-
tively explore relationships within the data [14]. Stationarity, a key characteristic of the analysis of
random time signals, helps in their processing and interpretation. However, traditional definitions of
stationarity are based on temporal characteristics and cannot be directly applied to graphs due to their
irregular structure.

Recent studies have proposed the use of nonlinear time series analysis (NLTSA) [15]. The
fundamental concept of NLTSA is stationarity, although its formal definition cannot be directly ap-
plied to experimental data. Nevertheless, most NLTSA methods assume stationarity for accurate anal-
ysis. For example, the Cross-Prediction Error (CPE) algorithm can be used to estimate the stationarity
of time series. The effectiveness of this approach is evaluated [15] in comparison with well-known
methods such as PSA and PRPD, as well as NLTSA.

Non-linear methods play a crucial role in the analysis and processing of random sequences,
especially when dealing with outliers or impulse noise [16]. Among them are methods based on order
statistics, which use rank information to solve problems associated with different problem sizes [16].
For example, it is advisable to use a quadratic model of measuring the first rank using thumbnails and
apply it to the order statistics. This approach involves the introduction of a new method for estimating
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the correlation matrix based on a reduced number of measurements. The estimation is achieved by
means of a convex relaxation problem that exploits the structural characteristics of ordered data se-
quences. To verify the effectiveness of the proposed method, simulations are performed to illustrate
the behavior of the estimators. These simulations demonstrate the robustness of the described ap-
proach, especially in scenarios where homogeneous noise is present. The proposed approach [16] pro-
vides a practical solution for processing random sequences with outliers and impulsive noise, increas-
ing the reliability and accuracy of statistical estimates in various applications.

Based on the discussions on the characteristics of time series data, temporal attention mechan-
isms, and deep learning methods for time series prediction, an understanding of open datasets, experi-
mental environments, and parameter settings is being developed [17]. In this context, an advanced
time series forecasting model PA-LSTM (Predictive Attention Long Short-Term Memory) based on
deep learning methodology is being developed. The proposed PA-LSTM model incorporates innova-
tive features and architecture improvements to enhance forecasting accuracy. The effectiveness of the
PA-LSTM model has been evaluated [17] using a thorough experimental analysis. The results show
that the root mean square logarithmic error and mean absolute error achieved by the PA-LSTM fore-
casting method as developed in this paper are extremely low, with appropriate values. These figures
are superior to those of alternative forecasting methods, which emphasizes the advantages of the PA-
LSTM approach.

Formulation of the study purpose

The purpose of this study is to develop and train a neural model for forecasting product de-
mand to improve the efficiency of modern production by using advanced technologies for working
with neural models and networks using the Python programming language. To achieve the described
goal, the following tasks are defined in the paper:

— collect data on product demand for a certain period of time. To perform preliminary data
processing (trimming of anomalous values, data normalization, combining different sources);

— using the existing tools of the Python programming language, develop and train a neural
model based on the collected data to predict product demand for a certain period of time in the future;

— using various metrics, it is necessary to check the time series for stationarity and evaluate the
trained model, drawing conclusions about the quality and feasibility of its further use.

Presenting main material

One of the most common tools used in time series analysis for data forecasting is the ARIMA
model. To apply it to a time series, the optimal values of p, d and q need to be selected, which can be
done using selection methods or statistical criteria such as the Akaike Information Criterion (AIC) or
the Bayesian Information Criterion (BIC). Among the limitations of the ARIMA model, it is advisable
to highlight the linear dependencies between the variables. They may not be sufficient for accurate
modelling of some time series. It also does not take into account seasonal changes or changes in the
structure of the series, which leads to underestimation of complex data patterns. To take into account
seasonality and nonlinear dependencies between variables, appropriate extensions of the ARIMA
model have been developed: the seasonal ARIMA model — SARIMA and the autoregressive model
with an integrated moving average and seasonal component — SARIMAX [10, 11].

Since many methods and models require stationary data to work correctly, it is advisable to
check for unit roots in a time series model using the Dickey-Fuller test (DF test). The P-value is re-
sponsible for the probability of obtaining the observed data or more extreme values, provided that the
null hypothesis is true. In the context of statistical tests, the smaller the p-value, the stronger the evi-
dence against the null hypothesis and in favor of the stationarity of the time series. If the DF test statis-
tic is less than the critical values, the main hypothesis is rejected in favor of the alternative hypothesis,
which indicates that the time series is stationary. Otherwise, the series is considered non-stationary [1].

In order to visualize additional characteristics of a trained neural model, a visual method is of-
ten used, which involves the construction of various graphs. A data distribution histogram is a graphi-
cal representation of the frequency distribution or relative frequency of variable values, allowing you
to get an idea of the data structure and its distribution. The principle of creating a histogram is based
on dividing the range of values of a variable into several bins. Then, for each bin, the number of ob-
servations falling into that interval is counted and a bar chart is drawn, where the height of each bar
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corresponds to the frequency or relative frequency of the values in the corresponding interval [18].
The main purpose of this histogram is to visualize the distribution of data and identify the main cha-
racteristics, such as mode, mean, median, shape of the distribution, etc. A symmetrical histogram is
characterized by an even distribution of values around the central point, indicating that there are no
strong asymmetries in the data. An asymmetric histogram, on the other hand, is skewed to one side
and may indicate a predominance of values in a particular area. A unimodal histogram has a single
mode, while a multimodal histogram has two or more modes. In addition, a histogram can also show
outliers and anomalies in the data, which can be sensitive when exploring and analyzing data. Outliers
are usually values that are significantly different from the bulk of the data and may indicate the pres-
ence of errors or unusual situations.

Another graph is the Q-Q (Quantile-Quantile) graph. This is a graphical visualization method
used to compare the theoretical distribution of a variable with the empirical distribution of data [18]. It
is a dot plot where the quantiles of the theoretical distribution are displayed on the horizontal axis and
the quantiles of the empirical distribution of the data are displayed on the vertical axis. If the data con-
form to the theoretical distribution, the points on the graph will lie approximately on a straight line
with an angular coefficient of 1. Such graphs are widely used to test hypotheses about whether the data
conform to a particular theoretical distribution, such as normal, exponential, gamma, and others. They
allow you to visually assess how well the data conforms to the assumed theoretical distribution and
identify deviations or anomalies in the data. To create a scatter plot, the quantiles of the theoretical
distribution and the quantiles of the empirical distribution of the data are first calculated. These values
are then ordered in ascending order and points are plotted on the graph, where each point corresponds
to a pair of quantiles. If the data fit the theoretical distribution well, the points will lie on a straight line
through the origin. The main advantage of Q-Q plots is their ability to quickly and visually check
whether data fit a theoretical distribution without the need to calculate statistical tests beforehand.
They also help to identify deviations in the data, such as skewness, heavy tails, or outliers, which may
not be visible with other methods of analysis. However, it should be borne in mind that Q-Q plots can
be sensitive to sample size and may give false positives or false negatives with small samples. There-
fore, it is recommended that they be used in conjunction with other methods of checking the distribu-
tion of data, such as statistical tests of normality.

Mean absolute error and mean squared error are used in machine learning to assess the quality of
models. MAE is the average of the absolute differences between the model’s predictions and their actual
values. That is, MAE measures the average absolute deviation of predictions from their true values. MSE
also measures the difference between the model’s predictions and their actual values, but it takes into
account the squares of the deviations, which makes it more sensitive to large deviations [1].

Python is the undisputed leader among modern programming languages for training neural
models. It has a large number of libraries and tools specifically designed for working with data, in-
cluding pandas, numpy, scipy, scikit-learn, statsmodels, etc. These libraries provide all the tools you
need to work with time series, including functions for loading, processing, visualizing, and modelling
data. ARIMA model training methods in Python are based on various libraries and tools, including the
above, which provide functionality for time series analysis and ARIMA model building [19]. The
aforementioned statsmodels library includes autoregressive, moving average, ARIMA, and their sea-
sonal variants SARIMA models.

To train an ARIMA model in Python using the statsmodels library, there are usually several
key steps. First of all, the time series needs to be prepared for analysis by ensuring its stationarity by
applying various transformations, such as differentiation, logarithmization, etc. For this purpose, func-
tions and methods provided by the pandas library are used. Then it is advisable to proceed to determin-
ing the optimal parameters of the ARIMA model [19]. For this purpose, methods of automatic parame-
ter selection are used, such as, for example, the auto_arima function from the pmdarima library. This
method allows you to select the optimal values of the ARIMA model parameters based on the infor-
mation criteria AIC or BIC, and by searching for different combinations of parameters. After deter-
mining the optimal parameters of the ARIMA model, you can start training it. For this purpose, the
ARIMA class from the statsmodels library is used. To create an instance of the class, you need to spe-
cify the model parameters (p, d, q). After that, the model can be trained using the fit method by pass-
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ing it a time series as input. After training the model, it is advisable to analyze its quality and evaluate
its accuracy. For this purpose, various model quality metrics are used, such as mean squared error,
mean absolute error, coefficient of determination R-squared, etc. If the respective metrics demonstrate
the inefficiency of the model, it can be refined. Its further use for forecasting time series values for the
future is possible using the predict method provided in the ARIMA class. It allows you to get forecasts
of time series values for a certain forecasting horizon.

Thus, the methods for training an ARIMA model in Python include data preparation, determin-
ing the optimal model parameters, training the model, evaluating its quality, and forecasting time series
values. To perform these steps, you should use various libraries: pandas, statsmodels, pmdarima, etc.

For conducting experiments, the goal was formulated to implement and research the process of
forecasting demand on the example of agricultural products based on the analysis of available data for
a certain period of time using modern technologies for working with neural networks and models. In
order to achieve the set goal, tasks were formulated to collect data on the production of agricultural
products for a certain period of time; pre-processing of data, such as clipping of anomalous values,
normalization of data, merging of different sources, etc.; determination of types of neural networks,
models that will be used to forecast the demand for agricultural products; development, training and
optimization of the model based on the collected data; testing and validating the model, taking into
account performance metrics; development of a system for forecasting the demand for agricultural
products based on a trained model; fixation of the obtained results.

The developed Python code uses the pandas, numpy, matplotlib, statsmodels, seaborn and
sklearn libraries for data processing, graphing and time series modelling. To process and analyze data,
the pandas library is used, which provides various data structures, such as DataFrame, for convenient
work with tabular data. It is used to create and manipulate time series data in code, including indexing,
data merging, and other operations. To organize work with numeric data and arrays, you can use the
NumPy library, which provides functionality for efficient work with arrays and matrices. To visualize
the obtained data, the matplotlib library is used to create static, interactive, and animated graphs in
Python. The model is built and trained using ARIMA from the statsmodels library for estimating sta-
tistical models, including time series. The scikit-learn library is used to calculate metrics to assess the
quality of the model. The program code uses mean_squared error and mean_absolute error to esti-
mate model errors. The functionality of the sklearn library was used to split the data into training and
test sets. 80 % of the data was allocated to the training set and 20 % to the test set. Such proportions
are one of the most common options.

The combination of all these technologies allows to analyze time series, train the ARIMA
model, make a forecast, and evaluate performance.

The collected input data for training the ARIMA neural model are shown in Tabl. 1. They re-
flect the daily demand for agricultural products at the enterprise during the year. Based on the input
data, a time series is built, which is shown in Fig. 1.

Table 1. Input data for training a neural model

Ne Date Demand, tons

1 01.01.2023 1013,45

2 02.01.2023 995,14

3 03.01.2023 1002,82

4 04.01.2023 1021,57
302 29.10.2023 984,26
303 30.10.2023 944,51
304 31.10.2023 996,23
305 01.11.2023 971,10
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Fig. 1. Time series of input data collected during the year

The Dickey-Fuller test on the collected and structured product demand data yielded a value
of -4.58. The P-value is 8.7 x 10™. Since the p-value is < 0.05 and the DF test statistic is less than the
critical value, the null hypothesis of a single root is rejected, and thus the time series is stationary. Af-
ter the neural model training process was completed, the MSE error was 173.84 and the MAE
was 13.23. The deviation of the trained neural model c in forecasting is ~13.19 tons, since MSE = ¢2.

In order to visualize additional characteristics of the trained neural model, the corresponding
graphs were constructed. The histogram with the estimated density (Fig. 2) is a graphical representa-
tion of the frequency distribution of the variable values divided into several intervals. At the same
time, the estimated probability density is a smooth function that approximates the actual data distribu-
tion. The second visual tool is the Q-Q (Quantile-Quantile) plot, a graphical visualization method used
to compare the theoretical distribution of a variable with the empirical distribution of data. It is a dot
plot (Fig. 3), where the quantiles of the theoretical distribution are displayed on the horizontal axis and
the quantiles of the empirical distribution are displayed on the vertical axis.
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Fig. 2. Histogram of data frequency distribution with estimated density
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Fig. 3. Quantile-Quantile plot comparing the theoretical distribution of a variable with the
empirical distribution of data

From Fig. 2 and Fig. 3 shows that the data distribution is close to normal, which means that
the neural model was well trained on the available data. Accordingly, it can be used to forecast prod-
uct demand for the future period of time, which is confirmed by the MSE and MAE error values and
the deviation c.

Thus, Fig. 4 shows the resulting graph, which reflects the predicted data on product demand
for the next month, which were obtained using a pre-trained neural model. The corresponding table
with the resulting data (Tabl. 2), as well as the graph (Fig. 4), confirm the quality and reliability of the
data obtained as a result of the study.

Table 2. Input data of the forecasted product demand for the next month, obtained using a
pre-trained neural model

Ne Date Demand, tons
306 02.11.2023 1039,17
307 03.11.2023 1001,73
308 04.11.2023 982,04
309 05.11.2023 1004,35
310 06.11.2023 989,28
331 27.11.2023 957,84
332 28.11.2023 989,56
333 29.11.2023 1008,47
334 30.11.2023 1022,96
335 01.12.2023 1024,42
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Fig. 4. Results of forecasting product demand for the next month

Conclusions

As a result of the study, the ARIMA neural model was trained to forecast product demand based
on available data for the past period of time using modern tools, including the use of the modern Py-
thon programming language and its libraries, such as pandas, numpy, scipy, scikit-learn, statsmodels,
etc. The developed algorithm for training a neural forecasting model based on available data for the
past period of time is universal and can be used in the metallurgy, mechanical engineering, chemical
industry, etc.

The stationarity of the input time series was established and confirmed using the Dickey-Fuller
statistical test, the value of which was -4.58, and the resulting p-value of 8.7 x 10™°. The quality of the
trained neural model was evaluated using the mean absolute error and the root mean square error. The
MAE value is 13.23 and the MSE is 173.84. The deviation of the trained neural model ¢ in forecasting
was ~13.19 tons, which opens up room for further model improvement to reduce the deviation by in-
corporating exogenous variables into the machine learning process.

To visualize additional characteristics of the trained neural model, we plotted the data frequency
distribution (Fig. 2) and the Q-Q plot (Fig. 3). The quality of the model is also confirmed by the pre-
dicted results obtained, which were displayed on the resulting graph (Fig. 4) and are given in Table 2.

The developed algorithm for training a neural forecasting model based on the available data for
the past period of time is universal and can be further used in metallurgy, machine building, chemical
industry and other sectors of the economy. It is also worth comparing the results obtained with those
that can be obtained using a modified ARIMA model, SARIMA, which takes into account seasonality
and therefore allows for better forecasting of demand in certain periods, for example, in response to
seasonal trends or demand peaks.
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