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AUDIO SIGNAL PRE-PROCESSING WITHIN SPEECH RECOGNITION TASK

HONEPE/IHA OBPOBKA AY10 CUTHAJLY B 3AJAUI
PO3II3BHABAHHA MOBJIEHHSA

The article presents a generalized description of the speech recognition task, consisting of the
following stages: resampling, framing and windowing, feature extraction, vocal tract length normali-
zation, and denoising. The importance of implementing pre-processing is emphasized, as the final re-
sult and overall quality of recognition depend significantly on the efficiency and effectiveness of this
stage. It is proposed to use the Fast Fourier Transform to represent the input audio signal, and the
Hamming window is applied to create audio signal segments for subsequent feature extraction using
Mel-Frequency Cepstral Coefficients. The use of the Dynamic Time Warping algorithm for vocal tract
length normalization and Recurrent Neural Network for denoising is described. The results of an ex-
periment on pre-processing the audio signals of voice commands for controlling mobile phone appli-
cations on the Android operating system are presented.

Keywords: speech recognition, audio signal pre-processing, Fast Fourier Transform, Mel-
Frequency Cepstral Coefficients, Dynamic Time Warping algorithm, Recurrent Neural Network.



10 Marematnute moneroBanns Ne 2(51) 2024

Moea € naiibinvus RPUPOOHOO PopMOI0 THOOCLKO20 CRIIKYS8AHHS, MOMY pednizayis inmepgei-
¢y, AKUl 6a3yEMbCs HA AHANI3E MOBNIEHHEBOL IHGOPpMayii € NEPCneKmMuUsHUM HANPIMKOM PO36GUMKY TH-
MeneKmyanoHux cucmem ynpaeuinus. Cucmema agmomamuiHo20 po3ni3HA6AHHS MOGNEHHs — ye IH-
Gopmayiiina cucmema, wo nepemeoprO€ 6XIOHUI MOGIEHHEGUI CUSHAL HA PO3NIZHAHE NOBIOOMIECHHS.
IIpoyec po3ni3Hasanus MOGNEHHS € CKIAOHUM | PeCypCOEMHUM 3A80AHHAM Hepe3 8UCOKY 8apiamue-
HICMb RPOMOSU, KA 3a1edCUumsb 8i0 6Ky, cmami ma izioNoSIyHUX XapaKkmepucmux moeys. ¥ cmam-
mi npeOCmasneHo y3a2aibHeHUull ONUC 3a0adi PO3NI3HABAHHS MOBNIEHHS, WO CKIA0AEMbCA 3 emanis:
nepeouckpemu3ayis, Kaopy8auHs ma 3acMOCY8aHHs GIKOH, GUOLLEHHS O3HAK, HOPMANI3AYis O0BXHCUHU
20710C08020 Mpakmy ma wiymonpueHivents. Ilonepeous oopoOKa MOBIEHHEBO20 CUCHANY € NEPUIUM |
KIIOY08UM emanom y npoyeci asmomamuyHoe0 po3nizHA8AHHS MOGU, OCKLIbKU SKICMb 8XIOHO20 Cue-
HATYy CYMMEBO BNIUBAE HA SKICMb PO3NIZHABAHHA I KiHYesull pe3yiomam ybo2o npoyecy. Ilonepedns
00pOOKA MOBU CKAAOAEMBCSL 3 OYUWEHHS BXIOHO20 CUSHAILY IO 308HIUWIHIX | HEOANCAHUX WYMIB, BUA6-
JIEHHSI MOBJICHHEBOI AKMUBHOCMI MA HOPMALIZAYIT O0BAHCUHU 2010C08020 mpakmy. Memoio nonepeo-
HbOI 0OPOOKU MOBIIEHHEBO2O CUCHANLY € NIOBUWEHHS ODHUUCTIOBANLHOT eeKMUSHOCMI cucmem po3ni-
3HABAHHS MOBU MA CUCMEM KEPYBAHHS 13 NPUPOOHbOMOBHUM [HMEPPEcoM.

YV cmammi 3anpononosano euxopucmanHs weuoko2o nepemeopenus Pyp’e 0 OnUCY8anHs
6xi0H020 ayodio cuenany; sikna Hamming ons cmeopenns ceemenmis ayoiocucHany 3 nooaibuuM u-
snauennam osnax 3acobamu Mel-Frequency Cepstral Coefficients. Onucano euxopucmanns ancopu-
mmy OUHAMIYHO20 MPAHCHOPMYBAHHS YACOBOT WIKAU Ol HOPMATIZAYIT O0BIHCUHU 20T0CO8020 MPAK-
my ma peKypeHmHoi HelupoHHOT mepedici 0 ulymonpuehivents. Hageoeno pesynomamu excnepumen-
my wo0o nonepeoHboi 00pobKU aydio CUSHATY 2010COBUX KOMAHO OJi KEPYBAHHS 3ACMOCYHKAMU MO-
6inbro20 menegony 3 onepamushoio cucmemoro Android.

Knrwouoei cnosa: po3niznasauts MoeieHHs, NonepeoHs obpodxa ayodio cueHany, weuoxe nepe-
meopenns @yp’e, Mel-Frequency Cepstral Coefficients, arecopumm ounamiunoeo mpancgopmysanns
4aco60i WKANU, PEKYPEHMHA HeUPOHHA Mepedica.

Problem’s Formulation

The most effective means of human-machine interaction are those that are implemented in a
natural way: through visual images and speech [1]. The task of speech recognition is solved, in par-
ticular, to create a SILK (speech-image-language-knowledge) interface for controlling the activities of
various devices, for example: voice control of various devices, systems, programs; answering ma-
chines; automatic call processing; voice user authentication, etc. Speech recognition is the process of
transforming a speech signal into digital information [2]. An automatic speech recognition system is a
system that converts an input speech signal into a recognised message. In this case, the message can be
presented both in the form of the text of the message and immediately converted into a form conven-
ient for its further processing in order to generate an appropriate system response. Automatic speech
recognition systems are classified according to the following features [3]:

— vocabulary size (a limited set of words or a large vocabulary);

— dependence on the speaker (speaker-dependent or speaker-independent);

— type of speech (fused, split);

— purpose (dictation systems, command systems);

— recognition algorithm used,;

— type of structural unit (phrases, words, and phonemes, etc.).

The creation of SILK interfaces is used to develop the idea of an automated human environ-
ment, where human voice commands are perceived as voice commands for electronic devices that sur-
round a person in everyday life. The most successful examples of automatic speech recognition sys-
tems are virtual assistant applications built into the functionality of mobile devices, such as SIRI.

Despite the rapidly growing computing power and the rapid development of artificial intelli-
gence methods, the creation of speech recognition systems remains an extremely challenging problem.
This is due to both its interdisciplinary nature (it requires knowledge of linguistics, digital signal proc-
essing, acoustics, pattern recognition, etc.) and the high computational complexity of the developed
algorithms [4]. The latter imposes significant limitations on automatic speech recognition systems —
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on the size of the processed vocabulary, the speed of response and its accuracy. The quality of speech
recognition is a crucial criterion for the quality of voice-controlled systems.
Analysis of recent research and publications

The first attempts to create automatic speech recognition systems were made in the 1950s and
1960s. The starting point of the initial research was the fundamental concepts of acoustic phonetics.
However, in 1959, the starting point of the research changed fundamentally. At University College in
the UK, D. Fry and D.B. Dean created a recogniser for four vowels and nine consonants based on sta-
tistical information to take into account the valid phoneme sequences in English. Also, among the suc-
cessful developments of the late 60s, the research of R. Reddy at Carnegie Mellon University in the
field of continuous speech recognition based on dynamic phoneme tracking should be mentioned.
Since the late 70s, dynamic programming in a variety of variants, including the Viterbi algorithm, has
become the dominant method of automatic speech recognition. In the 70s, the intensive development
of pattern recognition ideas and dynamic programming methods continued, and a series of experi-
ments aimed at developing speaker-independent speech recognition systems began. AT&T Bell Labs
used a wide range of complex classification algorithms to determine the number of patterns required to
represent all variants of different words to a wide range of users. Research in the field of speech rec-
ognition in the 1980s is characterized by a shift in methodology from the direct pattern recognition
paradigm to the formal concept of statistical modelling using Hidden Markov Models, which became
the most widely used method in virtually every laboratory around the world. During this period, the
idea of using neural networks in speech systems was also reconsidered. Modern approaches to solving
the speech recognition task now involve the application of neural networks.

Three main approaches to speech recognition have subsequently emerged [5]:

1. Acoustic signal processing. Probabilistic models, based on Markov chains and Monte Carlo
integration methods, are used to build acoustic signal processing technology. These models have led to
the development of an algorithm for processing acoustic signals reflected from obstacles.

2. Template-based methods. In template-matching approaches, the input message is compared
with a set of pre-recorded words to find the best match, which is a fairly effective method for finding
accurate word patterns. However, this approach has a significant drawback: speech variations can only
be modelled by using a large number of templates for each word, which becomes impractical over time.

3. Neural networks. The neural network approach is the most modern and effective method for
solving the speech recognition task [6]. The choice of a specific neural network architecture depends
on the particular speech recognition system being developed. The most commonly used types of neu-
ral networks that have proven successful in speech recognition are: Recurrent Neural Networks
(RNN), Convolutional Neural Networks, Transformers, and hybrid models, where different types of
neural networks are combined into a single architecture.

Regardless of the approach or method chosen for solving the speech recognition task, the goal
of research in this area is to achieve accurate recognition and processing of voice commands. Despite
the vast amount of scientific work, researchers, and companies working on optimizing recognition al-
gorithms, this task remains relevant and requires further development.

Formulation of the study purpose

Pre-processing of speech signals is the first and most crucial step in the process of automatic
speech recognition, as the quality of the input signal significantly impacts the recognition quality and the
final outcome of the process. Speech pre-processing involves cleaning the speech signal from surround-
ing and unwanted noise, detecting speech activity, and normalizing the vocal tract length. The goal of
speech signal pre-processing is to make speech recognition systems computationally more efficient.

The purpose of this work is to present the results of implementing speech signal pre-
processing mechanisms for further recognition.

Presenting main materials

Sound travels through the environment as a longitudinal wave at a speed that depends on the
density of the medium. The simplest way to represent sound is through a sinusoidal graph. The shape
of a sound wave is determined by three factors: amplitude, frequency, and phase. Amplitude refers to
the displacement of the sinusoidal graphs above and below the time axis (y = 0), which corresponds to
the energy of the loaded sound wave. Frequency is the number of sinusoid cycles per second. A cycle
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of oscillation starts at the midline, reaches a maximum and a minimum, and then returns to the mid-
line. Phase measures the position relative to the start of the sinusoidal curve. Although phase cannot be
heard by humans, it can be determined in relation to the position between two signals.

The process of speech recognition is complex and cumbersome due to the high variability of
speech, which depends on the speaker’s age, gender, and physiology [2]. The generalized algorithm for
speech recognition is divided into the following main steps (Fig. 1 [7]):

— receiving the input audio signal,

— pre-processing;

— feature extraction;

— acoustic and language modelling;

— outputting the recognition results.

Acoustic
Modeling

Phonetic
Speech ]_}[ Feature }_:, [ Unit J_}

il i
e Enh t iti
@ . nhancemen Extraction Recognition

Voice

Fig. 1. Main steps of speech recognition process

As the speech recognition system for the presented research, a voice control system for a mo-
bile phone on the Android operating system is being developed. The characteristics of the system un-
der development are as follows:

1. The size of the dictionary used depends on the number of speakers, voice commands, and
the number of templates per command. In this work, it is proposed to use 5 speakers, 10 commands,
and 5 templates for each command.

2. The system is speaker-dependent, as recognition will be performed in real-time.

3. The system operates with command-based input using discrete speech (with pauses between
individual structural units).

4. The structural unit is a phrase that corresponds to a voice command.

Tabl. 1 shows the list of voice commands that were recorded for the experiments on denoising
and preparation of the audio signal for further recognition.

Table 1. Experiment’s voice command

Command number Command text

1 Android, run a calculator

Android, run a calculator

Android, run a notepad

Android, run a notepad

Android run a compass

Android, run a compass

Android, run a scanner

Android, run a scanner

OO INO|OR~WIN

Android, turn up the sound

=
o

Android, mute
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Tasks and steps in audio pre-processing are used to improve the efficiency and accuracy of
recognition process ina whole. The main of them are as follows [8]:

1. Resampling — is a process of changing the sampling rate of an audio signal. The sampling
rate is the number of samples of audio carried per second, measured in Hertz (Hz).

2. Framing and windowing — is a mechanism of dividing the continuous audio signal into frames
and applying a window function to each frame. It is used for capturing the time-varying nature of speech.

3. Extract Features — is a process of transforming raw audio data into a set of representative,
high-level features that can be used by machine learning models speech recognition effectively.

4. Vocal tract length normalization — is a technique used to compensate for the differences in
vocal tract length across different speakers.

5. Denoising — is a process of removing or reducing background noise from an audio signal,
ensuring that the signal is easier to process for the speech recognition.

There are various resampling methods, for example: linear interpolation, sinc function interpo-
lation, polyphase filtering, and resampling with a windowed sinc filter [9]. Fourier's theorem is used to
analyse sound waves and perform resampling, which states that any complex periodic oscillation can
be represented as the sum of simple harmonic oscillations. As a result, a set of amplitudes, phases, and
frequencies for each sinusoidal component of the wave has been obtained:

N-1 —Zlkn
X =Y xe N, (1)
n=0

where N— is the number of signal values, K— is the number of frequencies, x,— represents the signal
values at specific points in time, X,— are the complex amplitudes of the sinusoidal signals that consti-
tute the original signal, k=0,...,K—1 — is the frequency index, and n=0,...,N—1 — represents the dis-
crete time points at which the signal was measured.

A frequency or phase point, combined with the amplitude, is called the spectrum. In the con-
ducted research, Fast Fourier Transform (FFT) was used to accelerate the process of sound wave proc-
essing. FFT works with complex numbers and transformation sizes that are powers of two. For a sig-
nal length of N=2m, the FFT can be computed as:

X[k]= fx[n]‘WNk”, (2)

27
where W =g ' N is the N-th root of unity.

The purpose of applying FFT is to obtain a modified sampling rate by processing the fre-
quency representation of the input signal [10]. The next step after resampling is framing and window-
ing to create audio signal segments for subsequent feature extraction. Framing is used to increase the
effectiveness of speech recognition, based on the assumption that the audio signal is stationary with
unchanging characteristics. The goal of framing is to represent the audio signal as a set of short over-
lapping frames [11]. This process can cause spectral leakage. To prevent this and smooth the edges,
windowing is applied. The simplest window is the rectangular window: a constant value of 1 that does
not alter the signal. It is equivalent to the absence of a weighting window. One of the windows that is
used in audio pre-processing for speech recognition — is the Hamming window [12]. The Hamming
window creates a weighted emphasis to the center of the frame. It can be found with a formula:

2m
w(n)=0.54-0,46 cos(N _J, ©)
where n=(0,1,...,N-1), N — is the number of samples in the frame.

The use of the Hamming window reduces the level of spectral leakage by approximately 40
dB relative to the main peak. However, the spectral description still contains a lot of redundant infor-
mation that is unnecessary for automatic speech recognition, that is why after framing and windowing,
feature extraction is performed. Mel-Frequency Cepstral Coefficients (MFCCs) are the most com-
monly used feature extraction techniques in audio pre-processing for speech recognition [13]. The fre-
quency spectrum is passed through a set of Mel filters, which are triangular bandpass filters. The Mel
scale can be found using a formula (4), where frequency f is converted to Mel scale:
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f
M (f) =1127.In(1+ﬁ} (4)

Afterward, it is necessary to summarize the energy in each of these segments to get data of
how much energy exists in different frequency regions. This is called a filter bank:

0,k < f(m-1)
k—f(m-1)
f(m)— f(m-1)
f(m+1)—k
f(m+1)— f(m)’

0,k > f(m+1)

()
where m— is a number of MFCC, k—is a current frequency.

The first filter is very narrow and indicates how much energy exists near 0 Hz. As the fre-
quency increases, the filters become wider because human hearing is less sensitive to higher frequen-
cies. After calculating the energy in the filter bank, the logarithm of the energy values needs to be
computed, as humans do not perceive loudness on a linear scale. This operation makes coefficients
more aligned with human sound perception. The final step is to calculate the Discrete Cosine Trans-
form of the logarithmic energies from the filter bank:

N-1 P 1
X, nZz(;xncos(l\l(n+2JkJ. (6)

The next step is vocal tract length normalization. Pronunciation of the same word typically has
different durations depending on the speaker. Even if the word is pronounced with the same duration,
the duration of individual parts of the word may vary. Therefore, to obtain a measure of similarity be-
tween two speech signals in the form of a vector, time alignment — vocal tract length normalization —
must be performed. One of the effective method for time alignment is the Dynamic Time Warping
(DTW) algorithm. DTW is an algorithm used to measure similarity between two time-dependent se-
quences (see Fig. 2) [14]. Let’s assume that the first sequence is X=(Xy,Xs,...,Xn)With N time steps, and
the second is Y=(y,Ya,...,ym) With M time steps. DTW method operates on segments of sequences,
meaning that feature analysis involves processing feature vectors at regular intervals. Since the feature
vector can have a large number of segments, there is a need for a method to calculate the local distance
between points of signal X and template Y in an n-dimensional space (Euclidean distance). The dis-
tance between X and Y at the steps i and j can be calculated as:

K
A%,y = D (6 -yt ()
k=1
where K— is a number of X and Y features in our case the number of MFCC coefficients.
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Fig. 2. Difference in the tract length

Thus, the input signal is compared with all templates. The result of the comparison will be the
template for which the minimum divergence between the input signal and the template was found,
which is the sum of the local distances between segments of the signal and the template.
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Audio pre-processing is ended with the denoising process. Common denoising methods used
in audio pre-processing are: spectral subtraction, Wiener filtering, Kalman filtering, non-local means
denoising, deep-learning-based denoising, wavelet transform-based denoising. Also there are some
applications that are used to reduce unwanted noise in the input audio, for example: Audacity, Adobe
Audition, iZotope RX, Waves NS1, Krips, NVIDIA RTX Voice, Acon digital deNoise, etc. Fig. 3
shows the spectrogram of the voice command «Android, open calculator», where the audio recording
of the template was made outdoors with background noise.

The use of NVIDIA RTX Voice improved the quality of the input audio signal and filtered out
background noise (see Fig. 4). By comparing the spectrograms shown in Fig. 3 and 4, it can be ob-
served that the input message has undergone significant changes, and the level of background noise
has been reduced.

S — Al
= z et

1 F SR T . j..=
-
T —— - e
= 55 =%

Fig. 4. Voice command’s spectrogram after RTX Voice application

To improve filtering, it was decided to implement filtration using neural networks (NN). The
architecture used to build the NN was Recurrent Neural Networks (RNN). The effectiveness of apply-
ing RNN for audio signal preprocessing is due to their ability to retain information over time [15].
With the segmented input message and the corresponding bank of MFCCs, the sequence of feature
vectors needs to be passed to the NN. The NN uses hidden layers to process each vector. At each time
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step t, the RNN takes an input feature vector xand computes a new hidden state hy, which is influ-
enced by both the current input and the previous hidden state h,;. This allows the RNN to remember
important information from previous inputs:

h, ZG(WhXt+Uhht—l+bh)' (8)
where hy — is the hidden state at time step t, W, and U, are weight matrices, xdis the current input
MFCC features, by is the bias term, o — is an activation function.

The network was trained using backpropagation through time.

Fig. 5 shows the spectrogram of the audio signal after applying the NN for removing un-
wanted noise.

PRT . b
E = a0 T
; Z o
= E E =
—~ =
B =k K

m—

Fig. 5. Voice command’s spectrogram after neural network application

By comparing the data in Fig. 3, 4, and 5, we can conclude that the proposed approach for au-

dio signal preprocessing in the speech recognition task is effective and holds promise for further use.
Conclusions

The task of speech recognition is a relevant scientific and practical problem, falling within the
fields of pattern recognition and natural language processing. Audio signal pre-processing in speech
recognition is a crucial stage that significantly influences the automated recognition system's accuracy
and efficiency. It involves preparing the audio signal for analysis by removing noise, normalizing,
segmenting, and transforming the signal into a form suitable for input into the model for further analy-
sis. Proper pre-processing allows the extraction of the most important features for speech recognition,
reduces computational complexity, and improves noise robustness. This paper outlines an approach to
the stages of audio signal pre-processing, employing Fast Fourier Transform to describe the input au-
dio signal, the Hamming Window for creating audio signal segments, followed by feature extraction
using Mel-Frequency Cepstral Coefficients. The use of the DTW algorithm is an effective means of
implementing vocal tract length normalization, while the application of RNN demonstrates efficiency
in minimizing unwanted noise levels.
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