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ANALYSIS OF UNSTRUCTURED ADDRESS DATA USING FUZZY LOGIC ALGORITHMS

AHAJII3 HECTPYKTYPOBAHUX AIPECHUX IAHUX 3ACOBAMU AJITOPUTMIB
HEYITKOI JIOI'IKA

The article is dedicated to the analysis of the effectiveness of applying the Damerau-
Levenshtein and Jaro-Winkler algorithms for the processing of unstructured address data stored in a
relational database. The study presents the algorithms for applying Damerau-Levenshtein and Jaro-
Winkler to address matching and normalization tasks. For the numerical experiment, a reference dic-
tionary of standard values was created, and a sample of 1000 records containing unstructured ad-
dress data was used. To enable automatic address mapping, threshold values were set at 4 for
Damerau-Levenshtein and 0.88 for Jaro-Winkler, after which the corresponding logical matching
rules were formulated. The experimental results showed that the average address matching accuracy
reached 0.9 for Jaro-Winkler and 0.72 for Damerau-Levenshtein. These findings indicate that Jaro-
Winkler is more suitable for the preliminary stage of address normalization, especially in cases where
addresses share a similar structure or common prefixes, since this algorithm assigns higher similarity
to shared beginnings of strings. Therefore, Jaro-Winkler is recommended for shorter or structurally
similar address names. At the same time, the Damerau-Levenshtein algorithm demonstrated lower
average accuracy due to its higher sensitivity to character-level differences, yet it proved to be more
effective for longer strings or cases involving transpositions and more complex variations in spelling.

Keywords: unstructured data, address data, fuzzy logic, Damerau-Levenshtein, Jaro-Winkler.

Y cmammi pozenanymo npobnemy nopsaoxysanus ma Hopmanizayii adpecuux Oanux, wo 36e-
pieaiombcs Y pensyitnux 0a3ax 0anux y HeCmpyKmyposanomy euensioi. Taxa npobrema € munogorn
013 bazamvox opeanizayii, AKI npayioloms i3 eeauKuMuy oocsieamu ingopmayii: pisui popmamu ege-
0enHsl, CKOPOYEeHHs, NOMUIKU OPYKY Ma NePecmanosKu eleMeHmi6 6 a0pecHUx OaHUX YCKIaoOH0Iomb
npoyecu NOWYKY U AHANIMUKY. 3 Memow YCYHEeHHsI 3a3HAYEHUX HeOOdIKi8 3anpOnOHO8aAHO 8UKOPUC-
MAHHA ANOPUMMIE HEUiMKO20 NOPIGHAHNSA PAOKIG, 30AMHUX 8PAX08YEAMU CUNMAKCUYHT GIOMIHHOCI,
3okpema, Damerau-Levenshtein ma Jaro-Winkler. Memoto Oocrioocenns € oyintoeanns egpexmusHo-
cmi 3aCMOCYBAHHA 3A3HAYEHUX ANIOPUMMIE Ol HOPMANI3ayii HeCMPYKMYPOSAHUX AOPECHUX OAHUX,
KL 36epieaiomvest y peasyiunii 6azi 0anux. OCHOSHUMU 3A80AHHAMU OOCTIONCEHHSL € PO3POOICHHS
aneopummie 3acmocy8ants 0OpaHUX Mempux O1sl aHani3y a0pecHux OaHUX, NPOGeOeHH s YUCETbHO20
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eKCnepuMenmy, OYiHI08aH s MOYHOCHI MA NOGHOMU CNIBCMABNIEHHS, A MAKONC 8UHAYEHHS nepesaz i
obmedicenb KodcHozo aneopummy. Ocnoena ides areopummie Damerau-Levenshtein ma Jaro-Winkler
NOJSA2AE Y BUSHAYEHHT CXONCOCME MIdNC XIOHUMU MA eMAIOHHUMU CUMBOTbHUMU psoKamu. Y cmammi
3anpPONOHOBAHO AN20PUMMU IXHLO2O 3ACMOCYBAHHA OISl AHANIZY AOPECHUX OAHUX, WO 30epiearomvcs y
penayitinii 6asi 0aHux, 3 ypaxy8aHHAM HONEPeOHbOi NPEeHOPMAaNi3ayii — npusedenHs paoKie 00 €ou-
HO20 pe2icmpy, OYUUeHHs 8i0 3ali8UX CUMBOI6 | CMAHOApMU3ayii CKopoueHs.

s nposedenns uucenvbHo2o excnepumeHmy 0y8 chOpMOBAHO CIOBHUK eMAIOHHUX 3HAYEHb
ma eukopucmaro eubipxy 3 1000 3anucie HecmpykmypoeaHux adpecHux Oanux. /{is aemomamuyHo2o
manyseanusa aopec Oyau 8CMAHOBNIeHO Nopo2oesi 3nauenHa 4 0na Damerau-Levenshtein ma 0,88 ons
Jaro-Winkler, nicna yoeo 6yau cghopmosarno 6ionogioHi noziuni npaguia sicmasieHHs. /s 3pyuHocmi
2paghiunozco nopisuanns suavenns Damerau-Levenshtein 6yno nopmanizoeano oo oianasomny [0,1].
Pe3ynomamu excnepumenmy noxasanu, wo cepeous mouHicms cniscmagnents aopec cmanogumy 0,9
onsa Jaro-Winkler ma 0,72 ons Damerau-Levenshtein. Excnepumenm nokasas, wo Jaro-Winkler uac-
miue 0ae GUCOKI 3HAHUEHHSL CXONCOCMI, OCKIIbKU Kpawe 8paxosye 30ie nouamko8ux Yacmum ciié (cni-
i npegixcu) i € egpexmuenum npu pobomi 3i ckopouenusmu. Hamomicmo Damerau-Levenshtein
moyHiwe 6i000bpadicac 10KabHi ophocpadiuni nomMunKu Ha pieui cumeonie. Ompumani pesyibmamu
ceiouamo, wo Jaro-Winkler € 6inow npudamnum 015 nonepednvbo2o emany Hopmaizayii aopec, 0coo-
JUBO Y BUNAOKAX, KO a0pect Maromy NOOIOHY cmpykmypy abo CRilbHI ROYAmKY, OCKITbKU yell aneo-
pumm 8paxosye cninvHi npegixcu. Taxum yunom Jaro-Winkler ooyineno 3acmocogysamu 015t KOpom-
Kux abo cxoxcux Haze. Boonouac ancopumm Damerau-Levenshtein npodemoncmpysas Huxicyy cepeo-
HIO MOYHICMb Yepe3 GUUY YYMIUBICMb 00 CUMBOIbHUX 3MIH, npome € Oinbu edheKmusHuUM 071 008ULUX
PAOKI8 abo UNAOKIB, W0 MIiCMAMb NEPeCMAHO8KU Ma CKIAOHIWE 8iIOMIHHOCMI ) HANUCAHH.

Knrouoei cnosa: necmpykmyposgani oai, aopecui 0aui, Heyimka n0z2ixka, areopumm Damerau-
Levenshtein, ancopumm Jaro-Winkler.

Problem’s formulation

The existence of the problem of unification and normalization of values in databases is a typi-
cal situation for many organizations that work with large volumes of information accumulated over an
extended period of time. This issue becomes particularly critical in information systems that lack a
unified data storage format and rely on manual data entry without validation or constraints, which
leads to ambiguities and complicates further data processing. When working with address data, each
component of an address (region, district, locality, street, building number) may be represented in
different ways or combined into a single field. Such inconsistency not only complicates data search
and sorting, but also affects subsequent analysis, processing, and integration with other systems.

Conventional string matching algorithms return a numerical similarity score; however, when a
decision must be made regarding whether an input address is identical or not, it is advisable to apply
fuzzy logic, which more closely resembles human reasoning processes. The analysis of address data
under conditions of uncertainty requires the use of algorithms and approaches capable of accounting for
syntactic differences, typographical errors, word rearrangements, grammatical variations, and word
inflections, while focusing on small textual fragments. When processing unstructured address data,
difficulties often arise due to the presence of alternative representations of the same address value. The
most common challenges in the effective analysis of address data include inconsistent formatting, typo-
graphical errors, and the use of different abbreviations. An effective tool for addressing such issues is
the use of fuzzy string matching or approximate string matching algorithms, which make it possible to
compare textual values based on their degree of similarity rather than exact correspondence [1].

The search for effective approaches to identifying variations, alternative representations, du-
plicates, and input errors remains relevant in both theoretical and practical aspects.

Analysis of recent research and publications

In contemporary research, the analysis of unstructured address data is performed using fuzzy
logic and edit distance algorithms to process erroneous, incomplete, or variable records. A separate
group of scientific works consists of review studies that analyze theoretical foundations and applied
solutions. In particular, R. Saatchi [2] and K. N. Kulkarni and R. K. Lad [3] described the concepts of
fuzzy logic, its development, and practical implementations, emphasizing the importance of construct-
ing interpretable rules and combining different metrics for working with textual data. Similarly,
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Y.—W. Lai and M.-Y. Chen [4] analyzed the application of the fuzzy approach in text mining, identify-
ing methods for data preprocessing and feature representation that are useful for subsequent address
matching. In study [5], a framework was proposed for performing extract-transform—project operations
on unstructured input data, enabling the application of structured reasoning to unstructured datasets.

Another group of studies focuses on specific algorithmic solutions and similarity metrics.
M. Goswami and B. S. Purkayastha [1] presented a fuzzy model for the empirical analysis of unstruc-
tured data, demonstrating the construction of fuzzy sets and rules for classification. Among the works
oriented toward concrete algorithms that investigated the Levenshtein and Jaro—Winkler distances are
those by B. M. Addokali and E. A. Elburase [6], K. D Po [7], T. Petty [8], and O. Rozinek and
J. Mares [9], which also presented methods for modifying these algorithms to improve accuracy.
K. B. K Malaga [10] introduced an enhanced Jaro—Winkler algorithm with adapted variables for a
domain-specific dictionary, demonstrating its efficiency in processing address elements. In study [11],
the authors proposed applying text compression to signatures to reduce the computational complexity
of using the Levenshtein distance while maintaining the accuracy of the comparison.

Separately, a number of works have examined practical examples of address matching and nor-
malization. K. Ramani and D. Borrajo [12] described a complete workflow for processing English—
language addresses, including preprocessing, tokenization, and combined candidate ranking based on
fuzzy rules. K. Lee [13] presented an approach that integrates machine learning with address geocoding,
improving the accuracy and robustness of results. Additionally, A. Makalesi [14] analyzed the combina-
tion of N—gram techniques and fuzzy aggregation for extracting information from documents such as
scanned invoices or forms. R. P. Kandregula [15] explored various string-distance metrics and indexing
systems, emphasizing that hybrid approaches provide the best results for address matching.

Thus, modern approaches to processing unstructured address data can be categorized into
three main groups: review studies analyzing conceptual frameworks, research focused on similarity
algorithms aimed at improving matching accuracy, and applied studies describing the integration of
fuzzy logic methods with machine learning and indexing for scalable solutions. Among the key trends
are the combination of character—based and token—based metrics with fuzzy aggregation, and the im-
plementation of optimization techniques for processing large volumes of address data.

Formulation of the study purpose

The purpose of the paper is to present the results of evaluating the effectiveness of applying
fuzzy logic methods, specifically the Damerau—Levenshtein distance (DLD) and Jaro-Winkler distance
(JWD), for the normalization of unstructured address data stored in a relational database. The objectives
of the study are as follows: to develop algorithms for applying DLD and JWD to analyze address data
stored in a database, to conduct a numerical experiment, and to evaluate the obtained results.

Presenting main materials

The task of analyzing unstructured address data belongs to the class of fuzzy string matching
tasks, for which the following groups of algorithms are typically applied:

1. Edit distance—based algorithms, which calculate the minimum number of operations re-
quired to transform one string into another. Examples include the Levenshtein distance and DLD.

2. Character—based comparison algorithms, which evaluate the similarity of strings based on
the number of common characters or matching sequences, such as the Jaro distance and JWD.

Traditional comparison methods tend to emphasize differences between strings, whereas fuzzy
algorithms are capable of identifying similarity between records even in the presence of typographical or
structural variations. Among the most effective algorithms in this context are DLD and JWD. DLD
measures the minimum number of edit operations required to transform an input string s=sa,..,Sm IiNto
another input string t=t,...tn. It accounts for four types of operations: insertion, deletion, substitution, and
transposition (the exchange of adjacent symbols) [6]. The definition of the DLD is given as follows:

d(i-1 j)+1
i, j—1)+1
i—-1j —1)+ cost’
i-2,j-2)+1

d(i, j)=min jg (1)
d(
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where d(i,j) — is the minimum cost of transforming the first i characters of string s into the first j
characters of string t; cost represents the conditional cost of a character substitution operation, which is
used to determine whether substitution should be performed during matching [11].

The task of applying DLD for analyzing address data stored in a relational database is reduced
to computing the minimal number of insertion, deletion, substitution, or transposition operations re-
quired to transform an input address into its reference form. The developed algorithm for the normali-
zation of unstructured data using DLD can be described by the following main steps:

1. Reading data from the database table.

2. Data pre-normalization:

a. converting address characters to lowercase;
b. removing delimiters and extra spaces;
c. unifying abbreviations of address components.

3. Computing the DLD according to formula (1):

a. for each pair of addresses — input s and reference t — the DLD value is calculated.

4. Selecting the most probable variant:

a. for each input address, the candidate with the minimum DLD value is selected;
b. if DLD < the predefined threshold, the correspondence is considered valid.

5. Writing results into the table of normalized address data.

The output data represent the distance between strings, expressed as the value of the minimum
number of edit operations. The advantage of the DLD lies in its ability to accurately account for local
spelling errors and character transpositions, which makes it particularly useful in cases where data dis-
tortion occurs at the level of individual letters. However, DLD is insensitive to the grammatical order of
words and morphological variations, which reduces its effectiveness when comparing grammatically
correct but syntactically different forms, for example: «Lesi Ukrainky» and «Ukrainky Lesi».

The most appropriate and effective application areas of DLD include:

— normalization of address names;

— automatic correction of errors already contained in address databases;

— fuzzy search in postal and geoinformation systems.

The JWD algorithm is used to determine the degree of similarity between two strings, for ex-
ample, when comparing approximately entered unstructured textual data such as addresses. It takes
into account the number of common characters, their order, and the length of the common prefix be-
tween two input strings s=Si,..,5m and t=ti,..,t, [9]. This algorithm is particularly effective when pro-
cessing addresses containing abbreviations such as «pr-t Lesi Ukrainky» and «prospekt Lesi
Ukrainky». The output of the algorithm is a similarity coefficient — a decimal number ranging from 0
to 1, indicating the degree to which s is similar to t [10]. Mathematically, JWD is defined as:

W =J+(-p-0-7)), ©)
where | — is the length of the common prefix at the beginning of the string, the maximum value of
which is up to 4 characters; that is, if the string begins identically, the output value increases, p — is
the weight of the prefix, J — is the Jaro metric, which is defined as:

Ifm m m-t
J=2| =+ —+——|, (4)
3[|sl| ls]  m J

where sy, s, — are the strings of values, |sy|,|s,| — the lengths of the respective strings, m — is the

number of matching characters, and t is the number of transpositions when characters are present in
the strings but arranged in a different order. In the context of the task of normalizing unstructured ad-
dress data stored in a relational database, the application of JWD reduces to measuring the similarity
of address fields based on the number of shared characters and the distance between them. The algo-
rithm for applying JWD to the analysis of address data is described by the following steps:
1. Reading data from the database table;
2. Data pre—normalization:
a. Converting address characters to lowercase;
b. Removing delimiters and extra spaces;
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c. Unifying abbreviations of address components;

3. Calculation of JWD and application of the Winkler adjustment to account for prefixes ac-
cording to formulas 3 and 4;

4. Searching for the nearest reference address:

a. For each input address, find the reference address with the highest JWD;
b. If WD > established threshold, consider the match correct;

5. Recording the results in the table of normalized address data.

A weakness of JWD is its low resistance to word rearrangement and strong dependence on the
order of characters. However, in tasks where the priority is the rapid selection of potentially similar
strings, the algorithm proves to be quite productive and computationally efficient [15]. Based on the
calculated coefficient, the following operations can be performed:

— searching for duplicates in the address database;

— linking records across different datasets;

— automatic correction and generation of suggestions for address entry.

The purpose of the numerical experiment was to convert unstructured address data, recorded
with errors, in various formats, with omissions and duplications, stored in a relational database, into a
single reference format. The input data for the experiment was the supplier table in the database with
the field address_supplier, which was populated via manual data entry without using input masks or
validation. The table contained 1,000 records. The address_supplier field data were not normalized.
The output data was the normalized address table, in which each address from the supplier table was
associated with the most similar reference address using DLD and JWD. The constructed reference
address dictionary was represented as the reference table with a single field address. For automatic
mapping of address data, thresholds were set as DLD = 4 and JWD = 0,88. The condition for automat-
ic mapping was:

— if DLD <4 or JWD > 0,88, perform automatic mapping and save the results in the normal-
ized_address table;

— otherwise, mark the address field value for manual review.

Tabl. 1 presents a brief fragment of the experimental results, showing examples of input and
reference address pairs, as well as the calculated values of the DLD and JWD metrics.

Table 1. Fragment of experimental results

Ne Input address from Reference address from DLD | JWD
supplier.address_supplier reference.address
1 Vul. Shevchenka 12 Kyiv vulytsia shevchenka, 12, kyiv 8 0.952
2 prosp. Peremohy 46 Kharkiv prospekt peremohy, 45, kharkiv S 0.928
3 Vulytsia Svobody 3 Lvov vulytsia svobody, 3, lviv 2 0.96
4 vul. Mirna 9 Odessa vulytsia myrna, 10, odesa 6 0.89
5 Pr. Nezalezhnosty 25 Kiev prospekt nezalezhnosti, 25, kyiv 9 0.92
6 Vul. Soborna 8 Vinitsia vulytsia soborna, 8, vinnytsia 6 0.90
7 vul. Khreshchatyk 1 Kiiv vulytsia khreshchatyk, 1, kyiv 7 0.94
8 Vulytsia Ukrainska 15 Zaporizhzhia | vulytsia ukrainska, 14, zaporizhzhia 2 0.98
9 Vul. Franka 6 Poltava vulytsia franka, 6, poltava 4 0.95
10 Vulytsia Kobzaria 4 Ivano-Frankivsk | vulytsia kobzaria, 4, ivano-frankivsk 0 1.00

For the visual representation of data and accurate comparison, the DLD values were normal-
ized so that both coefficients fall within the same range of values [0,1]. The normalized value DLD*
was calculated using the following formula:
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pLD" =1-— OB (@)
max(len(s),len(t))
where len(s), len(t) — denote the respective lengths of the string values.
Fig. 1 presents the results of calculating the similarity coefficients for 1000 pairs of address rec-

ords, where the x—axis and y-axis represent the index of the address pair, and the similarity coefficient.
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Fig. 1. Comparison of similarity metric calculation results

Based on the results of the experimental analysis, it can be concluded that the JWD metric
demonstrates higher average values and a smaller variance, indicating that most of the stored address-
es shared similar beginnings or structural patterns. In contrast, the DLD metric exhibits a wider range
of values with greater variability, as the DLD value decreases even with minor insertions, deletions, or
character transpositions, i.e., it is more sensitive to structural discrepancies in address data.

The precision values for JWD are higher than those for DLD, suggesting that this algorithm
effectively identifies similar pairs. However, due to its sensitivity to initial matches in strings, the re-
call values are lower than those of DLD, especially in cases where pairs contain character transposi-
tions or differ in length. The precision values for DLD were mostly within the range of 0.6—0.85,
which is lower than those of JWD, since the algorithm produces more false positives for pairs that
appear similar but are not semantically identical. At the same time, recall values are higher for DLD
due to its ability to account for edit distances and to detect similarity even when strings differ.

Conclusions

Fuzzy matching algorithms are powerful tools for analyzing textual data under conditions of
uncertainty. They significantly improve the quality of address record comparison by mitigating issues
of duplication, ambiguity, and input errors. Combining several algorithms enables achieving higher
accuracy in complex tasks of address data normalization. The experimental results indicate that JWD
is better suited for the preliminary stage of address normalization, particularly when the addresses
share similar structures or common prefixes, as JWD prioritizes shared beginnings. Therefore, JWD is
more appropriate for short or structurally similar names. DLD, on the other hand, showed lower values
due to its higher sensitivity but performs better for longer strings or cases involving value transpo-
sitions.

Based on the analyzed data, conceptual provisions were formulated regarding the feasibility of
developing a hybrid approach to applying fuzzy logic algorithms, since both metrics complement each
other. Their combination can enhance the effectiveness of unstructured address data normalization by
efficiently handling various types of errors and variations in the input address data.
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